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10.17.1 Introduction

This chapter is an update to the chapter of the same title in the first edition of this volume of the Treatise on Geophysics. The information on, for example, the Mars and Neptune systems has not changed much, whereas new research and observations have motivated significant changes in the discussions of especially the Earth–Moon, Pluto, Saturn, and Uranus systems. This chapter will not be all inclusive, but we will attempt to select those thoughts and mechanisms that are currently prominent in the literature and will describe both virtues and caveats in the discussion. The authors' prejudices and judgments will no doubt be evident, but we hope advice from our colleagues has tempered the impact of such. The origin of the satellites constrains the origin of the solar system, and we hope this chapter will be a suitable introduction to researchers who seek to understand the origin of our solar system and that of planetary systems in general.

Each system of satellites is unique, and it is impossible to apply the same detailed sequence of events to account for the origin of the different systems. Of all the planetary satellites, our own Moon has generated the most curiosity about its origin and the subsequent tidal evolution that has placed constraints on the theories. The dynamic mechanisms that have been proposed for the formation of the Moon are evaluated by Boss and Peale (1986), and one or another of these has been proposed for other natural satellites. The mechanisms include what have been called rotational fission, precipitation fission, intact capture, disintegrative capture, binary accretion, and formation by giant impact. In rotational fission, favored by Darwin (1879, 1880), the Moon is derived from material shed from a rapidly spinning Earth as a result of a dynamic fission instability. Precipitation fission (Ringwood, 1970, 1972) requires a massive primordial atmosphere sufficient to vaporize silicates. As the atmosphere cools, the silicates condense and precipitate to the Earth's equatorial plane where they can collect into the Moon, while the volatiles in the atmosphere are swept away by a T Tauri solar wind. For intact capture, the Moon is assumed to form from the accretion of planetesimals in heliocentric orbit relatively close to that of the Earth. During a close approach to the Earth, energy must be removed from the Moon to leave it in a bound orbit. Methods proposed for this energy loss include collision with an already existing satellite (Dyczmons, 1978), atmospheric drag (Horedt, 1976), an encounter with another object in heliocentric orbit when both the Moon and the other object are within the Earth's sphere of influence (Ruskol, 1972a), changes in the masses of the Sun (Szegedy and Evans, 1980) or the Earth (Lyttleton, 1967), and the dissipation of tidal energy during the time of close approach (Alfvén and Arhenius, 1969, 1972, 1976; Conway, 1982; Gerstenkorn, 1955, 1969; Singer, 1968, 1970, 1972; Singer and Bandermann, 1970; Winters and Malter, 1977). Disintegrative capture involves the tidal disruption of a proto-Moon during a close encounter with the Earth, where some of the resulting fragments could be more easily captured into bound orbit to later accumulate into the Moon (Alfvén, 1963; Alfvén and Arhenius, 1969; Öpik, 1969, 1971). In binary accretion, the Moon forms in the Earth's orbit from an accretion disk simultaneously with the formation of the Earth (Harris, 1977, 1978; Harris and Kaula, 1975; Ruskol, 1961, 1963, 1972a,b,c, 1975). A formation by giant impact takes advantage of the fact that the last stages of accretion of the terrestrial planets involved large bodies (Wetherill, 1985). The result of such an impact is likely to leave sufficient material beyond the Roche radius $R_*$ to accumulate into the Moon (Cameron and Ward, 1976; Canup, 2004a,b; Hartmann and
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Davis, 1975; Öpik, 1971). Only the giant impact origin of the Moon has survived rather intense scrutiny (see Boss and Peale, 1986 for a detailed rejection of the other schemes). The details of the Moon-forming impact are undergoing considerable study in an attempt to understand the observation that isotope ratios of several elements are identical on Earth and Moon. Whereas a giant impactor would generally have had an isotopic distribution quite different from that of the Earth, the current Moon’s surface and the Earth’s mantle are made of the same stuff.

As formation of satellites in accretion disks is thought to be the dominant process for the regular satellites of the giant planets (regular satellites are those in nearly circular orbits coplanar with the planet’s equatorial plane), we include a description of the processes and parameters appropriate for such accretion disks in Appendix A. In Appendix B, we outline a simple theory of gravitational tides and the dissipation therein that result in orbital and spin evolution. This evolution in many instances constrains the choice of processes and events involved in the origin of particular satellites. We do not include tables of orbital parameters or physical properties of the satellites, but refer the reader to the websites http://ssd.jpl.nasa.gov/satélite and http://ssd.jpl.nasa.gov/satphys_par for frequently updated total number of satellites with their orbital parameters at the first website and their updated physical properties in the second.

In Section 10.17.2, we develop the arguments supporting the giant impact origin of the Earth’s Moon, which is necessary to account for the large angular momentum of the system along with a volatile and iron-poor moon. But in addition, we must account for the plethora of identical isotope ratios on the Earth and Moon. The equatorial orbits of Mars’s satellites require their origin in a dissipative disk of debris, where means of accounting for a suspected grossly different composition of the satellites from Mars itself are discussed in Section 10.17.3. We describe recent attempts at understanding the origin of Jupiter’s regular satellites by a generalization of binary accretion during the last stages of Jupiter’s formation in Section 10.17.4. The constraints imposed by information obtained from the Galileo spacecraft mission guide these attempts, but all involve assumptions of various degrees of uncertainty. But considerable progress has been made recently, and a self-consistent and plausible theory of origin of Jupiter’s regular satellites within the theory of the accretion of Jupiter itself is emerging.

In many ways, the Saturn system of regular satellites is much more complicated than Jupiter’s, where nearly all of the mass in the system is in the single large satellite Titan, and small icy satellites and icy rings appear inside Titan’s orbit where we might have expected large rocky satellites as in the Jupiter system. An additional complication is that the fraction of each satellite that is not ice is not a monotonic function of the orbital semimajor axis. The origin of Saturn’s satellites is discussed in Section 10.17.5, where we indicate that this origin is among the least well understood in the solar system. The Uranian satellites are covered in Section 10.17.6, where the regular nature of these satellites in spite of a planetary obliquity of 97° implies that the disk from which these satellites formed was created in the giant impact that led to Uranus’ large obliquity perhaps by disrupting an existing satellite system that was reassembled from the resulting equatorial disk. An alternative would be that the Uranian obliquity resulted from adiabatic processes that allowed the equatorial orbits of the satellites to be preserved, although such a process has not been found. Details of formation of the Uranian satellites in the collision scenario have been investigated but without detailed accretion processes. Neptune’s satellite system, discussed in Section 10.17.7, is perhaps better understood than most. A plausible series of events centered around the essentially intact capture of the large retrograde satellite Triton account well for all of the observational properties of this system. The Pluto–Charon system (Section 10.17.8), like the Earth–Moon system, is characterized by a large specific angular momentum, which likely resulted from an oblique giant impact. The picture is complicated by the discovery of four additional small satellites coplanar with Charon’s orbit, which are too distant to have been created simultaneously with Charon and their origin remains a mystery.

Minor satellites include the irregular satellites with large semimajor axes, eccentricities, and inclinations that orbit all of the major planets and the small close satellites often associated with rings of small particles. The former are distinguished by a capture origin (Section 10.17.9) and the latter by having been broken up and reassembled, probably several times, by collisions among themselves, with comets or with planetesimals passing through the planets’ Hill spheres. The disintegrations of these close satellites are associated with supplying the small particles, which make up the observed rings.

Many asteroids and Kuiper Belt objects (KBOs) also have satellites, where the widely separated binaries probably result from capture (Goldreich et al., 2002) and those in close orbits most probably from collisions (Canup, 2005). But some small, close asteroid binaries may form from the rotational fission of a rubble pile, where the rotational acceleration comes from the thermal Yarkovsky-O’Keefe-Radzievskii-Paddack (YORP) effect (Walsh et al., 2008). Finally, Nesvorny et al. (2010) had proposed formation of the wide binaries of comparable mass components in the Kuiper Belt from gravitational collapse of a swarm of particles. The particles can be brought into the unstable swarms perhaps by assembly in turbulent eddies (Cuzzi et al., 2001, 2008; Johansen et al., 2006) or by a streaming instability (Johansen and Youdin, 2007; Johansen et al., 2007, 2009, 2011, 2012; Youdin and Johansen, 2007). We will not discuss the small body satellites beyond these assertions. Rotational fission, precipitation fission, and disintegrative capture among those failed processes offered for the formation of the Moon also fail to find any likely applications to the satellites of Mars, Pluto, and the major planets.

10.17.2 Earth–Moon System

As additional observational constraints are imposed, the ingenuous theories of origin and evolution of the Moon become more complicated. Attempts to accommodate the constraints in modifications of the theories, albeit sometimes successful on the surface, introduce uncertainties and leave gaps in the evolution, which leave us without a completely definitive theory of origin. However, all theories keep the giant impact as the most likely beginning of the process leading to our current Earth–Moon configuration, and details described in this section may generate additional ideas.

The Moon’s mass is 1.2% of the Earth’s mass, which is the largest fractional mass of all the satellites in the solar system.
with the exception of that in the Pluto–Charon system (if we ignore asteroid and Kuiper Belt satellites). In addition, the angular momentum of the system of \( I_{E-M} = 3.5 \times 10^{35} \text{ g cm}^2 \text{s}^{-1} \) would lead to a 4 h rotation period of the Earth if the Moon were incorporated within. This large specific angular momentum is a key constraint on the origin. The expansion of the lunar orbit by tidal interaction with the Earth (Goldreich, 1966; Toomre and Wisdom, 1974) is consistent with formation close to the Roche radius \( R_R = 2.9 R_E \), where \( R_E \) is the Earth's radius. Accretion of the Moon inside this distance would be prevented by tidal forces. At a density of 3.34 g cm\(^{-3}\), the Moon is depleted in iron relative to the Earth, and samples of lunar material are depleted in volatiles with vaporization temperatures \( < 1300 \text{ K} \) in solar nebula conditions (e.g., Jones and Palme, 2000). A thick layer of anorthositic crust whose constituents have a positive Eu anomaly is complemented with a Eu deficiency in the mare basalts. The thickness of the anorthositic crust coupled with the complementary Eu anomalies is consistent with the crystallization of the lighter anorthositic material in a few hundred kilometer deep magma ocean with the crystals floating to the top. The floating crystals are enriched in Eu leaving the magma, from which the mare basalts are later derived, deficient in this element (Taylor and O'Nions, 1974; Wood, 1972; Wood et al., 1970). Limits on lunar contraction (\( \leq 1 \text{ km in radius} \)) during cooling have been inferred from the lack of stress features on its surface, which has been interpreted as implying that the interior of the Moon was initially cold beneath the magma ocean (Solomon, 1986).

While contraction of an initially hot Moon might be accommodated without the expected surface scarp (see the discussion in the preceding text), the recent detection of subsurface gravity anomalies by the Gravity Recovery and Interior Laboratory (GRAIL) spacecraft also suggests an initially cool lunar interior (Andrews-Hanna et al., 2013) in contrast to an initially hot moon inferred from the giant impact origin.

With the exception of the volatiles, the lunar material and the Earth's mantle share a number of very close compositional similarities, where isotopic ratios for several elements in lunar samples are identical to those on Earth within experimental uncertainty (Lugmair and Shukolyukov, 1998; Touboul et al., 2007; Wiechert et al., 2001; Zhang et al., 2012). The current angular momentum and the Moon's overall depletion in iron are consistent with the formation of the Moon by the impact of a differentiated Mars-sized body with a differentiated Earth (Canup, 2004a), which we shall refer to as the canonical impact. However, it is unlikely that such an impact alone can account for the isotopic similarities between the Moon and the silicate Earth, which has led to a suggestion of mixing of the disk vapor with the Earth's silicate atmosphere after the impact (Pahlevan and Stevenson, 2007) as well as to the recent exploration of alternative impact scenarios (Canup, 2012; Čuk and Stewart, 2012; Reufer et al., 2012).

The formation of the Moon by giant impact was first published by Hartmann and Davis (1975) with a lunar-sized impactor that could account for the iron and volatile deficits, but Cameron and Ward (1976) realized that the grazing collision of a Mars-sized body could also account for the large angular momentum of the Earth–Moon system. Models of terrestrial planet accretion (e.g., Wetherill, 1985, 1992) showed that the Earth was likely to have undergone such Mars-sized impacts late in its accretion history and it is this scenario that has become the paradigm for the formation of the Moon. (For a delightful account of the development of the idea of giant impact origin of the Moon by the four authors, see MacKenzie (2003), reviewed by Burns (2003).)

Hafnium–tungsten chronology has been used to estimate the time of the solidification of the lunar magma ocean. Radioactive \(^{182}\text{Hf}\) decays to \(^{182}\text{W}\) with a half-life \( t_{1/2} = 9 \text{ million years} \). Both elements are refractory, so the planets should have the same overall abundances as the solar system as a whole. The most recent analysis was limited to metals in returned lunar samples. This choice avoids augmentation of the \(^{182}\text{W}\) from the capture of cosmic ray-generated neutrons by \(^{181}\text{Ta}\), since \( \text{Ta} \) is excluded from the metals. Any excess \(^{182}\text{W}\) in the metals can thereby be attributed solely to production from \(^{182}\text{Hf}\) decay. Recent experiments have detected no excess \(^{182}\text{W}\) in metallic parts of 18 lunar samples, which implies that \( \text{Hf} \) was extinct at the time of solidification (Touboul et al., 2007). This result implies that solidification occurred more than 60 million years after the formation of the oldest constituents of meteorites, the calcium–aluminum-rich inclusions (CAIs). This is in contrast with earlier Hf–W chronology, which inferred a solidification age of 30–50 million years (Kleine et al., 2005), which was thought consistent with the timescale within which a giant impact was likely to have occurred. The late solidification of the Moon is supported by \(^{207}\text{Pb}–^{206}\text{Pb}\), \(^{143}\text{Nd}–^{144}\text{Nd}\), and \(^{146}\text{Sm}–^{142}\text{Nd}\) chronologies performed on anorthositic material, which are consistent with crystallization as much as 200 million years after the formation of the CAIs (Borg et al., 2011). The giant impact may have occurred much later than previously assumed, or a scheme different from crystals of anorthositic material floating to the surface of a magma ocean to account for the anorthositic crust must be invoked. Contradicting the inference of a late formation of the Moon is the work of König et al. (2011), who find evidence for an early formation of the Earth's core associated with an inferred concurrent formation of the Moon. But the Earth's core probably formed long before the impact. Using Lu–Hf chronology, Taylor et al. (2009) argued for a rapid lunar differentiation implying an early formation. Still, Touboul et al. finding no excess \(^{182}\text{W}\) in lunar metals is a rather clean result favoring a formation of the Moon after \(^{182}\text{Hf}\) is extinct.

The angular momentum relative to the center of mass of the target (mass \( M_t \)) delivered by an impactor of mass \( M_i = \gamma M_t \), where \( M_t = M_i + M_s \text{ is the total mass, is } (\text{Canup, 2004a}) \)

\[
\begin{align*}
L_i &= \frac{3}{2} \sqrt{rac{2G}{4\pi}} \left( \frac{m_i}{v_{esc}} \right) \\
&\approx 1.3 L_{E-M} \left( \frac{M_i}{M_E} \right)^{5/3} \left( \frac{\gamma}{0.1} \right) \left( \frac{\nu}{v_{esc}} \right) 
\end{align*}
\]

where \( b = \sin \zeta \) is the impact parameter divided by \( R_t + R_s \), the sum of the target and impactor radii; \( \zeta \) is the angle between the line connecting the centers of \( M_t \) and \( M_s \) and the impact trajectory at the time of first contact, such that grazing incidence has \( \zeta = 90^\circ \) or \( b = 1 \); \( G \) is the gravitational constant; \( \rho_p \) is the common density of \( M_i \) and \( M_t \); \( v_i \) is the velocity of the impactor; \( v_{esc} = \sqrt{2GM_t/(R_t + R_s)} \) is the mutual escape velocity, \( f(\gamma) = \gamma(1 - \gamma)^{2/3} \) \( + (1 - \gamma)^{5/3} \); and \( M_t \) is the Earth's mass. The complication of eqn [1] comes from introducing \( v_{esc} \) into the equation for angular momentum.
For the simplest case in which a single impact provides all the Earth–Moon system angular momentum, \( L_z \) must be comparable to or greater than that in the current Earth and Moon (\( L_{EM} \)). Some angular momentum will be lost in escaping material both from the initial impact and during the assembly of the Moon from the impact-generated disk. The magnitude of the former depends primarily on the impact velocity, while models of the Moon’s accretion suggest that the latter would have been of order a few \( 10^{-2} \) \( L_{EM} \) (Kokubo et al., 2000; Salmon and Canup, 2012). The Earth–Moon angular momentum would have also been decreased by a few percent by tides raised on the Earth by the Sun that slow the Earth’s rotation (e.g., Canup et al., 1999). For a given value of \( L_z \) there is a multidimensional parameter space involving \( b, M_D, \gamma, \) and \( \eta \) that must be explored to find successful candidate impacts. Accommodation of values of \( L_z \approx 2L_{EM} \) in more energetic impacts (Canup, 2012; Čuk and Stewart, 2012) will be discussed later.

A successful lunar-forming impact produces a disk capable of later yielding an iron-depleted moon outside the Roche limit. This condition is met either when a lunar mass or more is placed into orbits outside \( R_R \) by the impact itself or when the disk has sufficient mass and angular momentum so that viscous spreading after the impact can deliver sufficient mass beyond \( R_R \). Simulations of the disk’s evolution typically find that a single moon accretes just outside \( R_R \), with inner disk material driven into the planet and \(<5\% \) of the disk’s mass escaping from the Earth’s orbit (Crida and Charnoz, 2012; Ida et al., 1997; Kokubo et al., 2000). A mass and angular momentum conservation argument can be used to estimate the mass of the moon (\( M_D \)) that would accumulate from a disk as a function of the initial disk mass (\( M_D \)), the initial disk angular momentum (\( L_0 \)), the initial position of the moon (\( a=\Delta R_R \)), and the angular momentum of material that escapes or collides with the Earth. Based on results of disk simulations and with \( \lambda = 1.3 \), the predicted moon mass is

\[
\frac{M_D}{M_M} \approx 1.9 \left( \frac{L_0}{M_D \gamma V G M_K R_R} \right)^{-1.1} - 1.9 \frac{M_{esc}}{M_D} \tag{2}
\]

where \( M_{esc} \) is the escaping mass (Ida et al., 1997; Kokubo et al., 2000). This equation provides a simple way to determine whether a disk produced by a hydrodynamic simulation could later yield a lunar mass moon. It is physically invalid for cases where would give \( M_D/M_M > 1 \); these correspond to initial disks with specific angular momenta too high to be consistent with the assumption that the final moon forms at \( \Delta R_R \).

Smooth particle hydrodynamics (SPH) is the method most used in numerical exploration of the impact parameter space. SPH is a Lagrangian method that describes the colliding objects by a multitude of particles that are evolved due to self-gravity and pressure forces. Over time, the spatial resolution of such calculations has increased from \( \sim 10^3 \) particle simulations in Benz et al. (1986, 1987) to \( 10^5 \)-\( 10^6 \) particle simulations in recent works (e.g., Canup, 2004b, 2006; Canup and Asphaug, 2001; Čuk and Stewart, 2012; Reufuer et al., 2012). At the same time, there have been algorithm and equation of state (Melosh, 2007; see also the discussion in Canup, 2004b) improvements that have influenced the results. Alternatively, impacts can be modeled with a grid-based, Eulerian hydrocode (Canup et al., 2013; Wada et al., 2006). Simulations with SPH and the grid-code CTH yield broadly similar results, with the predicted protolunar disk mass and its angular momentum converging to typically within 10% for simulations of very similar impact conditions (Canup et al., 2013).

SPH simulations show that for \( L_z \approx L_{EM} \), those impacts that produce a relatively iron-poor disk having \( M_D \) (from eqn (2)) of at least a lunar mass typically have \( b \sim 0.7 \) (\( \sim 45^\circ \) impact angle), a low impact velocity \( V_{impact} < 1.1 \), and an impactor mass ratio \( 0.1 < \gamma < 0.15 \) (a roughly Mars-sized impactor) for \( M_D \sim M_L \) (Canup, 2004a; Canup and Asphaug, 2001). An impact involving a low-velocity, Mars-sized impactor with \( L_z \approx L_{EM} \) has generally been considered the ‘canonical’ impact for forming the Moon, because it accounts for the main dynamical properties of the Earth and Moon and the Moon’s relative lack of iron while relying on conditions that are probable during the late stages of terrestrial planet accretion, that is, large, randomly oriented impacts, with \( 45^\circ \) being the most probable impact angle (e.g., Agnor et al., 1999). However, because such cases yield a disk formed primarily from material originating from the impactor, the observed identical isotope ratios for lunar and Earth mantle materials cannot prevail.

It has been known for decades that the Earth and Moon share identical oxygen isotope compositions that are distinct from those of most meteorites and Mars (e.g., Wiechert et al., 2001). This would be consistent with the Moon’s composition if the Moon formed directly from the Earth’s mantle. If instead the disk (and the Moon) formed primarily from impactor material, an impactor with an identical oxygen composition as the Earth would then be required. Because oxygen compositions vary with heliocentric position, it was suggested that this similarity would be expected if the impactor formed near the Earth (e.g., Belbruno and Gatt, 2005; Wiechert et al., 2001). This seemed to agree well with the canonical impact, which required a low impact velocity and therefore an orbit close to that of the Earth. However, this explanation was brought into serious question by Pahlevan and Stevenson (2007), who argued that it is very improbable that the impactor and Earth would share the same oxygen composition even if they were in close orbits, given the degree of radial mixing predicted by planet accretion models. Using the impacts predicted in one of Chambers’ (2001) terrestrial accretion simulations, together with the assumption that the oxygen composition of planetary embryos varied linearly with initial heliocentric distance, they estimated that the typical difference between the composition of an impactor and its final target planet would have been comparable to the current difference between Earth and Mars, which is about 50 times greater than the allowable difference in the Earth–Moon oxygen compositions. A moon accreted from a disk composed primarily of impactor-derived material would then be expected to have a substantially different oxygen composition than the Earth. Furthermore, the isotopic composition of multiple other elements now also appears identical in the silicate Earth and Moon, including chromium (Lugmair and Shukolyukov, 1998), titanium (Zhang et al., 2012), tungsten (Touboul et al., 2007), and silicon (Georg et al., 2007). Georg et al. pointed out that Si partition into the core is a high-pressure process that depletes the heavy isotopes more than the light ones and that requires at least 0.15 Earth masses to become
effective. That means that even if the oxygen, chromium, and titanium isotopic compositions were identical in the Earth's mantle and the Mars-sized impactor, the silicon composition of the impactor would likely not be because of partitioning of the heavier Si isotopes into the Earth's core. This supports the Pahlevan-Stevenson assertion that Earth and impactor could not have identical isotopic compositions before the impact.

As a solution, Pahlevan and Stevenson (2007) proposed that the vapor components of the disk and the Earth's silicate atmosphere diffusively mixed after the impact via vigorous convection, allowing the disk to compositionally equilibrate with the Earth before the Moon forms. However, as stressed by Melosh (2009), for this to occur, one must assume that the convection mechanism does not also transport angular momentum at the same efficiency, because if it did, the disk would spread into the Earth on a similar timescale and diffusion from the Earth's atmosphere would have to operate upstream against the flow of this incoming material. Still, this may be a valid assumption, since thermal convection is now thought to be inefficient in transporting angular momentum in disks (Stone et al., 2009). Equilibration is estimated to require $10^5$-10$^6$ years, so that the Moon's accumulation must be delayed by this amount of time after the impact (Pahlevan and Stevenson, 2007). The mixing must involve the whole of the disk to equalize the planet-disk compositions, which may be difficult if a substantial fraction of the Moon's mass is initially inside the Roche limit (e.g., Salmon and Canup, 2012). It is not clear that vapor equilibrium of refractory elements in a canonical impact (including notably titanium) is possible, although if the disk lasts for $10^6$ years, there may be sufficient time for even refractory elements in the magma layer to equilibrate with the disk's vapor atmosphere (Zhang et al., 2012). In addition, the titanium isotope composition of Mars appears much closer to the Moon's composition than is true for oxygen. Within current uncertainties, the Mars-Earth Ti difference may only be a factor of 2 larger than the Moon-Earth difference (e.g., Canup, 2012, supplemental material), so that a disk composed primarily of material from a Mars-composition impactor might not require much equilibration of Ti to be consistent with the current Moon. Thus, titanium does not provide as strong a constraint on equilibration as oxygen, for which the Earth-Mars difference is much larger.

Such issues motivated additional impact studies with $L_1$ close to $L_{EM}$ with varying assumptions to see if a disk with planet like composition could be produced. Comparisons between simulations performed with SPH versus CTH found no systematic influence of simulation method on predicted disk composition (Canup et al., 2013). To quantify the compositional difference between the silicate portions of the disk and planet, one can define a deviation percentage (after Reufer et al., 2012).

$$\delta f_T = \left[ \frac{F_{D,\text{Si}}}{F_{P,\text{Si}}} - 1 \right] \times 100 \quad [3]$$

where $F_{D,\text{Si}}$ and $F_{P,\text{Si}}$ are the mass fractions of the silicate portions of the disk and the planet derived from the target's mantle. Identical disk-planet compositions have $\delta f_T = 0$, whereas a disk that contains fractionally more (less) impactor-derived silicate than the final planet has $\delta f_T < 0$ ($\delta f_T > 0$). For a Mars-like composition impactor, consistency with the Earth-Moon oxygen composition requires $|\delta f_T|$ less than a few percent (e.g., Canup, 2012).

Prior works had assumed a target and impactor that were not rotating prior to their collision, an almost certainly incorrect assumption. Canup (2008) examined the effect of pre-impact rotation in impacts that leave a planet-disk system with an angular momentum, $L$, comparable to $L_{EM}$. She found that a target proto-Earth with a pre-impact retrograde rotation (i.e., in the opposite rotational sense as the impact itself) allowed for somewhat larger impactors and produced disks containing up to 40% target material. Reufer et al. (2012) considered higher-velocity, more head-on impacts in which a substantial fraction of the impact angular momentum escapes, so that $L$ may be much greater than $L_{EM}$ and still leave a planet-disk system with $L \sim L_{EM}$. They found that collisions with $1.2 \leq v_{esc} \leq 1.3$, $0.15 \leq \varpi \leq 0.2$, and $\zeta = 30-40\%$ produced appropriately massive disks that contained up to ~60% target material.

The canonical impacts typically have $\sim 90\% \leq \delta f_T \leq 70\%$, whereas the successful cases (producing a disk leading to a $\sim 1\odot$ Moon) in Canup (2008) have $\delta f_T \leq 50\%$ and those in Reufer et al. (2012) have $\sim 40\% \leq \delta f_T \leq 30\%$. The more target-rich disks produced by Canup (2008) and Reufer et al. (2012) have values of $|\delta f_T|$ far greater than the required few percent that would account for the Earth-Moon oxygen isotope similarity.

These failures to obtain a disk made up almost entirely of Earth mantle material have motivated proposals for additional modifications of the impact scenario, where the angular momentum of the resulting system is no longer constrained to be near $L_{EM}$. Cuk and Stewart (2012) chose high-velocity, equatorial plane impacts ($n = 15-25$ km s$^{-1}$, $1.5-3$ times $v_{esc}$) onto rapidly spinning Earth-mass targets ($M_1 = M_2$) (periods 2.3-2.7 h corresponding to angular momenta of $1.9-3.1 L_{EM}$), where $0.026 \leq M_1/M_2 \leq 0.1$. The requirement of a near-fusion rotation rate of the Earth prior to impact may be quite restrictive. Rapidly rotating planets are seen in N-body simulations of late-stage accretion (e.g., Agnor et al., 1999). However, such models tend to overestimate planetary rotation rates because they assume pure mergers and ignore the possible ejection of mass and angular momentum during large impacts. The most successful outcomes in the Cuk-Stewart simulations, where the disk was sufficiently Earth mantle-dominated to satisfy the isotopic constraints (with $|\delta f_T| \sim$ several percent) and the predicted mass of the accreted satellite was near $M_{EM}$, occurred for head-on or slightly retrograde impacts onto the higher angular momentum initial targets with impact velocities $1.5-2.5 v_{esc}$. In the successful Cuk-Stewart impacts, the Earth rotation period is reduced, but the total remaining angular momentum is still $\geq 2 L_{EM}$.

Canup (2012) reported simulations successful in producing a disk with the same composition of the Earth's mantle by colliding nonrotating targets and impactors of similar mass ($M_1/M_2 \geq 0.4$) at low velocity. Here, the impact parameter was varied over a wide range yielding $0.35 \leq b \leq 0.7$, which determined the angular momentum of the Earth + disk and yielded a disk of sufficient mass to produce a Moon mass satellite. The silicate mantles of target and impactor were well mixed by the impact, so the resulting Earth mantle and disk had essentially the same silicate composition to satisfy the isotope constraints.
The kinetic energy of both the new impact scenarios is comparable (although the Canup model involves a much larger impactor, the Čuk and Stewart model involves a higher impact velocity) and is about a factor of three larger than that of the canonical impacts. Such violent events may have difficulty explaining the recent inference that the Earth's mantle may not have been thoroughly mixed (Touboul et al., 2012), although Čuk and Stewart (2012) argued that at least in the case of their impacts, this may result from nonuniform heating during the collision. In general, relaxing the angular momentum constraint in two different giant impact scenarios has allowed disk and Earth mantle to have compositions that are sufficiently alike in both the Čuk and Stewart (2012) analysis and that of Canup (2012) to satisfy the isotopic constraints in oxygen, titanium, and chromium (see succeeding text for the discussion on tungsten and silicon), but both leave the system with excess angular momentum that must be eliminated.

Čuk and Stewart (2012) offered an ingenious scheme for reducing the system angular momentum. As the Moon recedes from the Earth due to torques from tides raised on the Earth, it is captured into the ejection resonance with the Sun. The ejection resonance occurs when the precession period of the Moon's perigee is commensurate with the Earth's orbital period about the Sun. For an Earth–Moon system with an angular momentum \( \sim 8.5 \) the resonance occurs when the Moon's semimajor axis is \( a \approx 4.6 \) Earth radii. This resonance had been previously investigated by Touma and Wisdom (1998), who found that it could play a key role in setting up capture into a resonance involving the lunar inclination that could explain the Moon's current orbital inclination (see succeeding text). For the more rapidly spinning Earth (\( \sim 2.5 \) h day), corresponding to a system angular momentum \( \sim 2.5 \), the Earth's increased oblateness causes the location of the resonance to shift outward to \( a \approx 7 \) Earth radii. At this larger distance, the rate of the Moon's orbital expansion due to tidal interaction with the Earth is slower, which increases the likelihood of capture into ejection. In the ejection resonance, the line of apsides of the lunar orbit remains perpendicular to Earth–Sun direction. Angular momentum is tidally transferred from the Earth to the Moon and from there to the Earth–Moon orbit about the Sun because of resonance. The orbital eccentricity increases to a value near 0.6 for \( A_0 \approx 1 \) (see eqn. 4) as the Moon's orbit expands until the expansion of the Moon's orbit stalls due to a balance between Earth tides (which cause a to expand) and satellite tides (which cause a to contract for high-eccentricity orbits). As long as the ejection resonance is maintained, angular momentum of the Earth–Moon system is being reduced, and in the Čuk and Stewart simulations, the Moon's prolonged residency in the resonance removes the excess angular momentum until the resonance is broken and the Moon commences its tidal evolution to its current distance from the Earth. However, there are some caveats in this scheme for removing the excess angular momentum.

A measure of the relative tidal dissipation in the Moon and Earth is given by the ratio

\[
A_Q = \frac{h_{2M} Q_E \frac{Q_E}{M_E} R_E^2}{h_{2E} Q_M \frac{Q_M}{M_M} R_M^2}
\]  

[4]

where the subscript Q indicates the constant Q tidal model. The successful cases of Čuk and Stewart, where systems with \( L \approx L_{BM} \) were obtained, occurred only for a very narrow range of \( A_0 \) near 1. If lunar tides are too strong relative to Earth tides, the system leaves the resonance before sufficient angular momentum is removed, whereas if the lunar tides are too weak compared to the Earth tides, the lunar orbital eccentricity reaches overly high values that destabilize the resonance (Čuk and Stewart, 2012). Both the Earth and Moon are likely to be nearly all molten initially with values of \( h_{2E} \) close to the fluid values, and \( A \sim 1 \) implies \( Q_M \approx 10 Q_E \) (little dissipation in the Moon) from eqn [4]. There is no reason for \( Q_M \) to be so much larger than \( Q_E \), but see the succeeding text.

The reader should be warned that the results of the calculations depend on the tidal model. Ward and Canup (2013), using the constant \( \Delta T \) (Q = 1/\( \omega_0 \)) described in Appendix B, were also in some cases able to remove all the excess angular momentum while the Moon is trapped in the ejection resonance. In their case, the measure of dissipation in the Moon to that in the Earth is given by

\[
A_M = \frac{h_{2M}}{h_{2E}} \frac{\Delta M_M}{\Delta M_E} \left( \frac{M_E}{M_M} \right)^2 \frac{R_M^5}{R_E^5}
\]  

[5]

and a value of \( A_M < 9 \) is used in a successful case that removes nearly all of the excess angular momentum. Recall for this tidal model that \( Q = 1/\omega_0 \Delta T \) (Appendix B), so we could replace \( h_{2E} \) in eqn [5] with \( h_{2E}/Q_M \), where Q is now the value appropriate for the frequency \( \omega \). The dominant tidal frequency in the Moon is close to the mean orbital motion \( \omega \), whereas that in the Earth is the much larger \( \omega - n \), where \( \psi \) is the angular velocity of the Earth. Then,

\[
h_{2M} \Delta M_M / (h_{2E} \Delta M_E) = (h_{2M}/h_{2E}) (Q_E/Q_M) \left( \frac{\psi - n}{n} \right),
\]

where again the Qs are those appropriate for the frequencies they multiply. But for constant \( \Delta T \), \( Q_E (\omega - n) / Q_M (n) \), so \( A_M \approx 10 Q_E / Q_M \) if the h's are comparable. The Ward–Canup result with \( A = 9 \) would then require the Qs for the Moon and Earth evaluated at the frequency \( n \) to be comparable, which contrasts with the constant Q model. Another reservation is that the large increase in the eccentricity during the angular momentum transfer could lead to a drastic increase in the lunar dissipation and the value of \( A_0 \) would drift far outside the narrow range for stability of the ejection resonance (Wisdom, private communication). There may be a similar restriction on \( A_M \). We should therefore regard both the Čuk–Stewart and the Ward–Canup results as indicative that removal of the angular momentum in the ejection resonance could be possible with the reservation that at least the constant Q results have to be relatively finely tuned, in which tuning might be frustrated by the increased dissipation in the Moon during the high-eccentricity phase, and that neither tidal model represents the behavior of real materials (e.g., Castillo-Rogez et al., 2011).

There are thus two viable schemes for creating a moon with identical isotopes to those of the Earth's mantle that are consistent with a giant impact origin of the Moon (Canup, 2012; Čuk and Stewart, 2012) without requiring postimpact equilibration. Although both require a system angular momentum close to twice \( L_{BM} \), at least a process has been demonstrated that could reduce the angular momentum to a value close to
but not without important caveats. What is less clear is whether these models can account for the Earth–Moon similarities involving elements that partition strongly into metals and therefore can be affected by core formation, including tungsten and silicon. Whether the disk is formed from the target's mantle (as in the Čuk and Stewart impacts) or from an approximately equal mix of target and impactor mantles (as in the Canup impacts), the core of the impactor is absorbed by the planet, while the disk contains little iron. Mixing and equilibration of the impactor's core with the target's mantle would tend to alter the planet's tungsten and silicon compositions relative to that of the disk (and the resulting Moon). However, it is possible that rapid merging of the impactor's large core with the Earth's core precludes efficient silicate–metal equilibration, because the latter requires emulsification down to centimeter scales (Dahl and Stevenson, 2010; Rubie et al., 2003).

Although the overall compositional and dynamical properties of the current Earth–Moon system appear consistent with these latest versions of giant impact origin, the transition from the distribution of material following the impact to the accreted Moon a little outside the Roche radius \( R_R \) that is also consistent with current observations remains well understood. An impact-produced disk contains silicate magma and vapor, with initially 10–30% vapor by mass for canonical impacts and up to 90% vapor by mass for the high angular momentum impacts. Much or perhaps most of the disk mass initially orbits within the Roche limit. Interior to \( R_R \), clumps among the magma formed by local gravitational instability are sheared apart by planetary tidal forces (Ward and Cameron, 1978). This generates a large viscosity that dissipates heat and causes the Roche interior disk to spread inward onto the planet and outward past \( R_R \) on a timescale \( \tau \). Material from the inner disk that spreads beyond \( R_R \), together with material that was placed into orbits outside \( R_R \) by the impact itself, provides the material that can accrete into the Moon.

Early estimates that assumed a pure magma disk (no vapor) suggested \( \tau \sim O(1) \) year (Ward and Cameron, 1978). This timescale is consistent with that seen in N-body lunar accretion simulations of a vapor-free disk of particles that find that the Moon accretes in less than a year (Crida and Charnoz, 2012; Ida et al., 1997; Kokubo et al., 2000). However, there is an inconsistency in modeling the protolunar disk as vapor-free, because the energy dissipated as a disk of molten or solid particles viscously spreads is sufficient to vaporize the disk. Vaporization renders the disk gravitationally stable unless the energy is radiated away. Silicate vapor and liquid phases coexist when the disk's photospheric temperature is of order \( \sim 2000 \) K. If the phases are vertically well mixed, the radiation rate of the disk at this temperature can limit the disk's spreading to a much longer timescale, \( \tau_{\text{rad}} \sim O(10^5) \) years (Thompson and Stevenson, 1988). Thompson and Stevenson (1988) suggested that a lower viscosity consistent with this timescale could result as the disk hovers on the brink of local gravitational instability with a sound speed just below the critical value for marginal stability. The latter can occur in a two-phase disk if the gas mass fraction is very low – only a few percent – with the bulk of the material comprised of liquid droplets that are vertically well mixed with the vapor. An alternative, stratified disk structure can result if the liquid instead settles, forming a midplane magma layer surrounded by a vapor disk atmosphere (Ward, 2012). In either case, the lifetime of the Roche interior disk is \( >10^5 \) years.

The \( \sim 1 \)-year accretion timescale predicted by N-body lunar accretion models is often used to sense with these much longer disk lifetimes. More recent simulations that pair an N-body model for material outside the Roche limit with a fluid model for an inner disk that persists for \( \sim 10^7 \) years find that the Moon takes \( \sim 10^2 \) years to complete its accretion (Salmon and Canup, 2012), which may provide sufficient time for the equilibration of oxygen (Pahele and Stevenson, 2007). Accretion of the Moon in \( \lesssim 1 \) year implies a fully molten Moon, whereas accretion over \( \sim 10^7 \) years may allow for partial cooling for favorably chosen conditions (e.g., Pritchard and Stevenson, 2000). A molten Moon is not consistent with the most straightforward interpretation of the lack of global-scale thrust faults on the Moon, which implies limited contraction and an initially cool interior (Solomon, 1986). There are uncertainties in the properties of the lunar crust and in the thermal history that seem to allow ranges of parameters and processes that could accommodate an initially molten Moon in spite of the lack of observable indications of a significant radius change (Pritchard and Stevenson, 2000). But recently, the GRAIL spacecraft has identified a system of subsurface gravity anomalies hundreds of kilometers in length that are interpreted as dikes formed during the expansion of the early lithosphere (Andrews-Hanna et al., 2013). Such an early period of expansion is predicted for an initial Moon with a cool interior and an overlying magma ocean as the interior warms during the Moon's first billion years (Solomon, 1977). The GRAIL data thus provide additional evidence for an initially cool lunar interior. Any surface indication of the expansion could have been erased by the late heavy bombardment (LHB) on the Moon, where the existence of the dikes seems to imply that the LHB was not so intense as to create a second magma ocean. But an initially cold Moon is not consistent with the results of the giant impact.

The most likely consequence of the accretion of the Moon from a disk of material generated by a giant impact is a hot, at least partially molten Moon orbiting just outside \( R_R \) in the Earth's equatorial plane. Before we leave the Earth–Moon system, we must then account for the Moon's current orbital properties under the assumption that the semimajor axis of the Moon's orbit was increased from its initial to the current value by tidal torques. By integrating backward in time from the current state, Goldreich (1966) found that the Moon's orbit had an inclination to the Earth's equator of about 10° when the lunar semimajor axis was approximately 10\( R_E \). This result was confirmed by Toutain and Wisdom (1994). The 10° inclination is not consistent with the Moon having formed in the Earth's equatorial plane from the debris generated by a giant impact. Moving the Moon from an equatorial orbit to one inclined by 10° is called the 'inclination problem.'

There are four proposals for accomplishing this bit of dynamics. If the Earth had a significant spin before impact like the Čuk and Stewart initial condition, and a substantial fraction of the Moon remained in a coherent clump after the impact, the latter's orbit could have been inclined to the equatorial plane and subsequent accretion of the remaining lunar mass could have left it inclined (Canup, 2004). But the equilibration of the isotope ratios would have been frustrated, even if the unlikely event occurred. Alternatively, an additional impact
on the Earth after the Moon-forming event could have altered the alignment of the Earth’s spin. But this event would have had to have occurred while the Moon was very close (Ward, 2002), and it is not clear how the Moon would not have been contaminated with additional material with different isotope ratios – even if the first impact established equal ratios. The remaining two hypotheses do not obviously frustrate the identical isotope condition, but both still have caveats. They both involve resonant interactions to increase the initial Moon’s orbital inclination – one with orbital resonances between the Moon’s motion and the Sun (Touma and Wisdom, 1998) and the other with resonances between the Moon’s motion and a remnant disk inside $R_E$ (Ward and Canup, 2000).

In an integration that produces the current configuration when the Moon has reached its current distance from the Earth, Touma and Wisdom (1998) started the Moon in the equatorial plane of the Earth at a separation of $3.5R_E$ with an eccentricity of 0.01. The initial obliquity of the Earth is $10^\circ$ and the initial Earth rotation period is 5 h. There is no circumanplunetary disk present. Realistic rates of tidal evolution are used in the symplectic integrations that include the entire chaotic solar system, and dissipation in the Moon is included at a variety of dissipation rates. A tidal model was used employing the constant time lag as discussed in Appendix B but with the Mignard (1981a) formulation. The ejection resonance is encountered when the Moon is at about $4.6R_E$, where the period of the perilune motion of the lunar orbit relative to an inertial reference is near one year. This resonance is called the ejection resonance because the same term in the disturbing function gives rise to the $1.3^\circ$ amplitude, 31.8 day periodic variation in the Moon’s mean longitude called the ejection. Capture into the ejection resonance is certain if the eccentricity is below about 0.07 as the resonance is approached and if the rate of tidal evolution is sufficiently slow. With the assumed parameters, capture occurs and the eccentricity grows rapidly to large values, where the maximum value reached before the system escapes the resonance is determined by the value of $A_5$, defined by eqn [5]. For $A_5=0$ (no dissipation in the Moon), the maximum eccentricity is about 0.5 before escape and the eccentricity continues to climb after escape from the resonance because of tides raised on Earth and no dissipation in the Moon (Goldreich, 1963).

For $A_5=10$ (high dissipation in the Moon), the maximum eccentricity is only about 0.15. For $1\leq A_5 \leq 10$, the energy dissipated in the Moon in about 8000 years is in the range $2 \times 10^{35} - 1.5 \times 10^{36}$ ergs, which could lead to substantial melting (Touma and Wisdom, 1998).

After escape from the ejection resonance, the continued expansion of the orbit further decreases the prograde motion of the orbit perihelion and twice the time derivative of the ejection resonance variable plus the retrograde motion of the lunar orbit node approaches zero near $6R_E$. The term in the Hamiltonian corresponding to this resonance has $e^{2/3}_{LM}$ in the coefficient, but this resonance affects the inclination more than the eccentricity. Touma and Wisdom named this resonance the ejection – changing the $\epsilon$ in ejection to $i$ to emphasize the inclination and noting that this resonance ‘excites’ the Moon from an equatorial orbit. If $A$ is not too large, the ejection resonance is approached with high eccentricity in the wrong direction for capture. Passage through the resonance leaves the eccentricity large and excites an inclination of $2^\circ - 3^\circ$. If $A$ were now to increase drastically perhaps because the continued high eccentricity has partially melted the interior – the dissipation in the Moon becomes so high that the semimajor axis is decreased as the eccentricity is reduced. This takes the system through the ejection resonance from the other direction where capture and subsequent evolution force the inclination to values between $9^\circ$ and $13^\circ$. Escape from the resonance is effected because of the continued decrease in $e_{LM}$, but the remnant inclination is preserved. Subsequent evolution brings the Moon to the current configuration. The Touma and Wisdom analysis was the first that allowed the Moon to evolve from an equatorial orbit to its current configuration from the effects of tidal dissipation alone.

An important constraint on the Touma–Wisdom model is that the Moon needs to begin its tidal evolution cold, which is contrary to our conclusion earlier that the Moon most likely started hot in at least a partially molten state (e.g., Pritchard and Stevenson, 2000). In addition, a more rapidly rotating initial Earth as advocated in Cuk and Stewart (2012) moves the position of the ejection outward, so that it takes longer for the Moon to encounter the resonance. However, from the expression for the tidal variation in the mean motion (Peale, 1968)

$$\frac{d\Omega}{dt} = -\frac{9}{2}\epsilon^2 \frac{M_M}{M_E} \left( \frac{R_E^{16/3}}{(GM_E)^{7/3}} \right) Q_E$$

the timescale for expanding the lunar orbit from $3R_E$ to $7R_E$ is only about $32Q_E$ years, where $Q_E$ is likely to be $< 10$ for a partially molten Earth. The timescale for solidifying a magma ocean on the Moon is 1000 years for the first 80%, appropriate to maintaining melt on the surface from subduction of the cooled material, and 10 million years for the remainder appropriate for the conductive timescale of an anorhoistic stagnant lid (Elkins-Tanton et al., 2011). The further distance of the ejection resonance for the rapidly spinning Earth does not allow sufficient time for significant cooling of the Moon. The probable hot Moon remains a caveat in the Touma–Wisdom solution to the inclination problem. But if the inference from the GRAIL data that the Moon was initially cold can be supported by a believable evolution of the system, perhaps the Touma–Wisdom ideas can gain credibility.

The scheme involving disk interactions to change the Moon’s inclination (Ward and Canup, 2000) depends on the coexistence of the Moon with a 0.5–1 lunar mass Roche interior disk for 10–100 years. Waves in the disk are generated at locations where the ratio of the local mean motion to that of the Moon involves two small integers. Torques that result from the gravitational interaction of the Moon with the distribution of mass in the wave structures can affect the lunar orbit. Such mean motion resonances (MMRs) from planar interactions are called Lindblad resonances, and they generate spiral density waves. Spiral bending waves are associated with the inclination of the Moon’s orbit, where material in the disk is lifted out of the plane (e.g., Shu, 1984). When the Moon is just outside $R_p$, there are many MMRs in a disk that extends nearly to $R_p$. Torques from the waves generated in the disk force the Moon to larger semimajor axes, while the back reaction reduces the angular momentum contained in the disk. The resonances thereby move out through the disk and eventually leave its outer edge until the last strong one to leave the disk is the 3:1 inner vertical resonance (IVR) when the Moon’s semimajor axis is a little over twice the disk radius.
The effect of the torque $T_{\text{VR}}^\varphi \sigma_3 \sin^2 \varphi$ from the so-called bending waves, where $I$ is the orbital inclination for the Moon and $\sigma_3$ is the surface mass density of the inner disk, in addition to contributing to the growth of the semimajor axis $a$ of the Moon's orbit, is an increase in the inclination at the rate (Ward and Canup, 2000)

$$\frac{dI}{dt} = \frac{T_{\text{VR}}}{M \sigma_3 \Omega_3 \sin^2 I} \left( \frac{3 \cos I - 1}{2} \right)$$  \hspace{1cm} [7]

where $M$ is the lunar mass and $\Omega_3$ is the Kepler mean motion. With a disk mass of $0.75M_\oplus$ and an initial $I=1^\circ$, inclinations reached $12.3^\circ$ and $14.5^\circ$ as the Moon nears $6R_\oplus$ for initial disk spreading times of 37 and 50 years, respectively (Ward and Canup, 2000). The growth of $I$ stops if either the resonance moves outside the disk or the disk is depleted. The disk interaction mechanism requires control of the evolution by the 3:1 vertical resonance. Other resonances, if still present, can lead to inclination damping (e.g., Borders et al., 1984; Ward and Hahn, 1994). However, the Lindblad resonances invoked by Borders et al. to damp the inclination are out of the disk when the 3:1 vertical resonance is near the disk edge, and the co-orbiting vertical resonances used by Ward and Hahn are at the position of the Moon, which is outside of the disk. Once the inclination is at $10^\circ$ near the Earth, tidal evolution can carry the Moon to the current distance with the orbit inclined by about the observed $5^\circ$ relative to the ecliptic. Whether the Ward–Canup scheme would be as effective in a full model of the Moon's accretion has not yet been assessed. For example, it is not clear that a disk of sufficient mass could even exist after the Moon was formed or could persist long enough to increase the lunar inclination to the necessary value given that the very high efficiency of accretion. Ward and Canup considered the VR torque due to the total inner disk surface density in their analysis. This inherently assumes that the waves in both the disk's gas and magma layers damp sufficiently. If the gas waves do not damp sufficiently, then the torque could be dominated by that of the magma layer, an issue that should be addressed by future models. The Moon's resonant interactions with a Roche interior disk would generally predote its encounter with the evasion resonance. An inner disk contributes to the lunar perigee precession, shifting the location of evocation outward. The disk mass must be reduced to $<0.1M_\oplus$ before the evasion resonance moves inside $10R_\oplus$ where it can encounter the Moon (Canup, 2004a), thereby making the Ward–Canup and Touma–Wisdom schemes mutually exclusive.

If the Moon is partially molten in the Ward–Canup scenario, the high dissipation limits the eccentricity growth in a subsequent passage through the evocation resonance as the disk is dissipated and the lunar orbit continues to expand, even if trapped for a time (Touma and Wisdom, 1998). The passage through the evocation resonance is in the wrong direction for capture so the inclination will not change significantly after the Ward–Canup mechanism has brought it above $10^\circ$.

The major recent change in the giant impact paradigm has been the accommodation of the identical isotope ratios in Earth and Moon. Two successful modifications of the giant impact scenario involving an initial value of system angular momentum $\approx 2\sqrt{3}$ have been proposed, and there may be a way to remove the excess angular momentum. But getting from the disk of essentially identical isotope composition as the Earth's mantle to the Moon at $\approx 10R_\oplus$ with orbit inclined $10^\circ$ to the equator has many uncertain steps and generally has a deficiency of investigations. The reader can identify several processes needing more thorough investigation, and even those processes that are reasonably well understood have uncertainties that remain to be resolved. For example, how can we reconcile the initially hot Moon inferred from the giant impact origin and rapid accretion with those observations consistent with an initially cold moon? We are sure that imaginative minds will develop new ideas perhaps motivated or constrained by new data on the properties of the Moon that must be produced in a complete theory of origin.

10.17.3 Mars System

Mars' inner satellite Phobos is located at a distance of 2.77 Mars radii ($R_\text{M}$) from the center of Mars, which is well inside the corotation radius of $\approx 0.6R_\text{M}$, and the outer satellite, Deimos, is just outside the corotation radius at $6.91R_\text{M}$. The tides raised on Mars thus cause Phobos to be spiraling toward Mars and Deimos to be spiraling away. In fact, Phobos is inside the Roche radius for a density of $1.9$ g cm$^{-3}$ and would be torn apart by tidal forces if it were a fluid. It needs shear strength of only $10^4$ dynes cm$^{-2}$ to resist disruption (Yoder, 1982) – a loose rubble pile would survive (Dobrovolskis, 1982; Soter and Harris, 1977).

Determinations of the dissipation function $Q$ (Appendix B) of Mars are $O(100)$ (Bills et al., 2005; Duxbury and Callahan, 1981; Soter, 1975; Sinclair, 1978) from observations of the secular acceleration of Phobos' orbital mean motion. If we choose a constant value of $Q=100$ with Love number $k_2=0.16$ (Bills et al., 2005), Deimos' orbit could have expanded by $<200$ km in $4.6 \times 10^7$ years. Phobos' initial semi-major axis would have been near $5.6R_\text{M}$ under the same assumptions. The rotation period of Mars has been essentially unaffected by the exchange of angular momentum with the satellites and would have been increased by only about 10 min due to solar tides. Deimos has essentially its initial orbit, and Phobos having started inside the corotation radius is consistent with the measured current value of $Q=100$.

Both Phobos and Deimos are synchronously rotating. Deimos would have reached this state in $<10^8$ years from an unlikely small initial spin period of 4 h, where a rigidity of $5 \times 10^4$ dynes cm$^{-2}$ and $Q=100$ were assumed. Under the same assumptions, Phobos would have reached this state in $<10^8$ years at its current separation from Mars and in $<10^7$ years at its likely initial separation near the corotation radius. (See Yehez (1977) for a detailed discussion of the rotation histories of all the satellites known at that time.)

The two satellites of Mars are in nearly circular equatorial orbits and this argues for their accretion in situ from a debris disk in the equatorial plane - like the regular satellites of the major planets. However, the density of Phobos of $1.68 \pm 0.07$ g cm$^{-3}$ determined from the 5-day rendezvous by Soviet spacecraft Phobos 2 with $GM_\text{P} = 7.22 \pm 0.05 \times 10^{-4}$ km$^3$ s$^{-2}$ (Kolyukha et al., 1990) coupled with the volume of $5748 \pm 190$ km$^3$ from Thomas (1993) has been verified by the analysis of the flybys of the Mars Express spacecraft (1.876 ± 0.020 g cm$^{-3}$) (Ancret et al., 2010). The density of Deimos is $1.48 \pm 0.22$ g cm$^{-3}$ (Rosenblatt, 2011). Early evaluations of albidos near 5% and the reflection spectra are consistent with carbonaceous chondritic material (Pang et al.,...
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1978; Pollack et al., 1978). But this interpretation has been challenged by Rosenblatt (2011), who finds the spectra to be inconsistent with meteoritic material, whereas the thermal IR is consistent with silicate material. Nevertheless, these early interpretations of the spectra and the fact that the densities are much less than the mean density of Mars of 3.9 g cm⁻³ lend support to the suggestion that the satellites are composed of material that did not originate in the vicinity of Mars, although porosity is another means of reducing the density (25–45% for Phobos, 40–60% for Deimos, Rosenblatt, 2011). This interpretation inspired the consideration of intact capture (Mignard, 1981b; Pollack and Burns, 1977), but Szeto (1983) showed several seemingly insurmountable inconsistencies with the capture hypothesis independent of the impossibility of relaxing the captured satellites into the circular, equatorial orbits where they are found. If the debris were indeed carbonaceous chondritic, which is not at all certain, one possible way it could have gotten into orbit about Mars would be the shattering of a planetesimal that was formed in the asteroid belt region of the nebula when it collided with a denser object already in orbit about Mars. Samples of both Phobos and Deimos would tell us if such a contrived origin were necessary. Alternatively, a giant impact on Mars could have launched a disk of material that would settle to the equatorial plane (Cradock, 2011). Cradock pointed out basins on Mars that could be the signature of such an impact. Whether an impact consistent with such basins could have produced a sufficiently extended disk to produce Phobos and Deimos at their initial locations close to the current corotation radius has not been determined. If an accretion disk is indeed the birthplace of Phobos and Deimos, many Phobos-like objects may have impacted Mars, leaving a distribution of craters with asymmetrical or elongate ejecta (Schultz and Luce-Garahan, 1982), and we are seeing only the surviving members of the swarm. Rosenblatt and Charnoz (2012) had demonstrated the feasibility of accreting Phobos and Deimos near the corotation resonance. A scheme to capture these satellites intact and bring them into their current orbits cannot survive close inspection of the assumptions involved.

The hypothesis that Phobos and Deimos are remnants of material in a dissipative disk, whatever the disk's origin, is not compromised by the inferred orbital history of the satellites. The initial equatorial orbits remain equatorial in spite of the chaotic, large amplitude variations in the obliquity of Mars (Laskar and Robutel, 1993; Touma and Wisdom, 1993; Ward, 1979) and despite the precession of the spin axis of Mars (Goldreich, 1965). The solid angle described by the orbit normal as the satellite orbit precesses due to Mars' oblateness is an adiabatic invariant (Goldreich, 1965), as the precession rates for the Martian satellites (periods of 2.3 and 57 years for Phobos and Deimos, respectively; Peale, 1977) are fast compared with rates of change of Mars' spin axis direction relative to inertial space (timescales O(10⁵) years; Folkner et al., 1997; Touma and Wisdom, 1993).

If we insist that both satellites started with nearly circular orbits, how then can we explain the current eccentricity of Phobos' orbit \( e = 0.0151 \)? Both the tidal dissipation in Phobos and that in Mars due to tides raised by Phobos damp the eccentricity (see eqns [B.28]). If the orbital motion is integrated backward in time, this eccentricity grows to large values and collisions with Deimos would have been likely (Szeto, 1983; Yoder, 1982), even if there were no tidal dissipation in Phobos.

Significant dissipation in Phobos reduces the timescale for a crossing orbit with Deimos to < 10⁷ years in the past (Yoder, 1982). The current eccentricity cannot therefore be a remnant eccentricity from tidal decay beginning 4.6 × 10⁹ years ago (Yoder, 1982) had identified three commensurabilities (defined when two characteristic periods in the description of the motion are in the ratio of small whole numbers) that Phobos has passed through within the past 10⁹ years that provide likely gravitational excitations of Phobos' eccentricity during its inward spiral. The commensurabilities are encountered at semimajor axis \( a = 3.8, 3.2, \) and \( 2.3 R_M \), where the earliest resonance was encountered only 5 × 10⁸ years ago. The first and third are 2:1 and 3:1 commensurabilities between the rotation of Mars and the orbital mean motion, where the resonant interaction is with Mars' axial asymmetry. At \( 3.2 R_M \) the 2:1 commensurability is between the apparent mean motion of the Sun and the perigee motion of Phobos' orbit, where the latter's secular motion is due to the oblate figure of Mars. This resonance is like the evection resonance for the Moon. There is also a 3.2 spin-orbit resonance excitation of the eccentricity when \( a = 4.6 R_M \), but this excitation happened so long ago that there would be no contribution to the current eccentricity. The eccentricity would have decayed after each excitation and plausibly arrives at the current eccentricity after the series of kicks and subsequent decays (Yoder, 1982). Orbital inclinations can also be excited and even though the resonance interaction is not as strong as it is for the eccentricities, the excited inclinations do not decay. Still, the current inclinations of the orbits are consistent with the resonance passages (Yoder, 1982).

There is a condition on the dissipation in Phobos for this scenario to work. Yoder (1982) had calculated the dissipation in the satellite accounting for the tidal dissipation both due to eccentric orbit as discussed earlier and due to the forced libration of the very asymmetrical satellite. This libration was thought to have an amplitude of 3.9° (Duxbury and Callahan, 1981; Yoder, 1982) at the time and would cause twice the tidal dissipation in Phobos that would occur if Phobos were nearly axially symmetrical in the same eccentric orbit (Yoder, 1982). Recall that dissipation in Phobos and that in Mars due to tides raised by Phobos both damp the eccentricity (eqn [B.28]). There cannot be too much damping since the series of eccentricity excitations or the current eccentricity would be less than that observed. Since the dissipation in Mars can be presumed known from the measurement of \( Q_n \), and the magnitude of the probable excitations can be reasonably estimated from the resonance passage analysis, the current value of \( Q_n \) limits the contribution by Phobos. Yoder finds that \( \mu n Q_n > 3 \times 10^{12} \) dynes cm⁻², if \( Q_n > 100, \mu > 3 \times 10^{12} \) dynes cm⁻², which is about that of ice. However, subsequent determinations of the amplitude of physical libration for Phobos are near 1° (Borderies and Yoder, 1990; Duxbury and Callahan, 1989; Jacobson, 2010; Willner et al., 2010). This reduces the dissipation by a factor of two from what Yoder assumed, thereby relaxing the constraint on the rigidity by about a factor of 2. The properties of Phobos are not sufficiently well known to be sure that the rigidity could satisfy this new constraint, but \( \mu > 3 \times 10^{12} \) to \( 1.2 \times 10^{11} \) is not unreasonable.

During Phobos' spiral toward Mars, it is likely that it passed through the 2:1 orbital mean motion commensurability with
Deimos. Such a passage would excite an eccentricity of about 0.002 in Deimos' orbit if the eccentricity of Deimos were much smaller than this before resonance passage (Yoder, 1982). The time of this commensurability is known if the current dissipative properties of Mars have not changed substantially since the resonance encounter. This places a lower bound on the dissipation in Deimos if the current eccentricity (0.0002) is the tidal remnant from an initial value of 0.002 excised by the resonance passage. Yoder (1982) found $\mu Q_a (1 - \varepsilon_0^2)/\varepsilon_0^5 \lesssim 10^{10}$ dynes cm$^{-2}$, where $\varepsilon_0 = 3(B-A)/C$ with $A < B < C$ being the principal moments of inertia of Deimos. This limit may be unreasonably low, but the dissipation in Deimos may be increased if the forced libration is nearly resonant with the free libration. The enhanced amplitude of libration would lead to higher dissipation and relax the constraint on $\mu Q_a$. The free libration period could be better constrained by an estimate of $\varepsilon_0$ from a more accurate determination of Deimos' shape along with an accurate measure of its physical libration amplitude. Without semi-axes of 7.5, 6.2, and 5.4 km for Deimos (Duxbury and Callahan, 1989) and a mean density of 1.5 g cm$^{-3}$ (Rosenblatt, 2011), $\varepsilon_0 = 0.354$ and $\mu Q_a = 5.3 \times 10^{10}$ dynes cm$^{-2}$. A homogeneous Deimos modeled as a triaxial ellipsoid would have a free libration period about 1.3 times the orbital period, which is not sufficiently close to resonance to enhance the forced libration significantly, but the fact that Deimos is a porous rubble pile may enhance the dissipation above that for a less rigid solid body.

In any case, Yoder's hypothesis that the satellite orbits have always been regular and current properties of the system then attributed to the effects of resonance passages by Phobos is reasonably well supported. This is consistent with our presumed origin from a dissipative disk of small particles, although the details of the origin of the disk have yet to be constrained.

### 10.17.4 Jupiter System

The Galilean satellites of the Jupiter system and those small satellites inside Io's orbit are nearly co-planar with Jupiter's equator implying their formation in a dissipative disk (Appendix A). Additional constraints on the formation of the Galilean satellites of Jupiter have been established by theoretical analysis and the Galileo spacecraft observations. The mean densities of Io, Europa, Ganymede, and Callisto are, respectively, 3.53, 3.01, 1.94, and 1.83 g cm$^{-3}$. Ganymede and Callisto are about 40% ice and 60% rock by mass (Sohl et al., 2002). Europa has a layer of water and ice 80-170 km thick (Anderson et al., 1998b). CO$_2$ has been detected on the surfaces of Ganymede and Callisto (Hibbitts et al., 2000, 2002; McCord et al., 1998) and in the atmosphere of Callisto (Carlson, 1999). The discovery of an intrinsic dipole magnetic field on Ganymede and the low amplitude of higher-order multipole in the field implies generation of the field deep within the satellite probably by dynamo action in a molten metallic core (Kivelson et al., 1997, 1999, 2002). Induced fields in Europa and Callisto and possibly Ganymede from the variation in the external field due to Jupiter's rotation are consistent with induced fields expected from a conducting liquid water layer at rather shallow depths (Kivelson et al., 2002). It has been speculated that NH$_3$ is sufficiently abundant on Ganymede and Callisto to lower the solidus temperature of an NH$_3$-H$_2$O mixture so that such a liquid layer could be maintained over the age of the solar system (Mousis et al., 2002; Spohn and Schubert, 2003). However, there has been no NH$_3$ nor N$_2$ detected on any of the Galilean satellites, but McKinnon (2006) argued that halides in solution may depress the solidus temperature sufficiently to preserve the liquid layers.

The large amount of relatively volatile material in Ganymede and Callisto implies that the disk temperature remained low enough during the accretion process that icy particles could persist. Callisto may not be fully differentiated (Anderson et al., 1998a, 2001; Nagel et al., 2004), and an accretion timescale $\geq 6 \times 10^5$ years is required to keep ice in its interior from melting (Barr and Canup, 2008). The change in composition from rocky to icy from Io to Callisto is consistent with an expected radial temperature gradient in the disk at the time of satellite accretion, but note the existence of the icy satellite Amalthea inside Io's orbit. It is possible that Europa lost initial volatiles due to tidal heating (Appendix B). Given its current tidal dissipation rate, a very efficient conversion of tidal heating into vaporization of ice is required over the satellite's entire lifetime in order for Europa to have started as ice-rich as Ganymede and Callisto (e.g., Canup and Ward, 2009). If Europa's ice depletion is primordial, then Io's likely is as well, since by virtue of being interior to Europa, it may have formed in a higher-temperature environment.

The theories for the formation of the Galilean satellites are guided by numerical hydrodynamic calculations - first in two dimensions (2-D) (e.g., Lubow et al., 1999) and later in 3-D (e.g., Bate et al., 2003; d'Angelo et al., 2003; Machida et al., 2008; Tanigawa et al., 2012), where the flows near the Hill sphere are strikingly different in the two types of calculations. It is clear that 3-D calculations are required to constrain the conditions of satellite formation in planetary accretion disks, but the incompleteness of these calculations (e.g., there are no numerical calculations that follow the development of the disk from the collapse phase of Jupiter's atmosphere to the satellite formation stage) has led to a variety of models involving speculation of the disk properties and the dominant processes therein.

The formation of the regular Jovian satellites must necessarily occur late in Jupiter's accretion to allow the hot inflated protoplanet to cool and contract to a radius less than that of the closer satellites. This can plausibly occur by the time the planet is accreting the last few tens of percent of its mass, depending primarily on the planet's opacity (Ward and Canup, 2010). Minimum mass disk models (called minimum mass sub nebula (MMSN) models) for the formation of the satellites require sufficient mass of condensable material to form the satellites augmented with gas to reach solar composition in the initial disk (e.g., Lunine and Stevenson, 1982), where no mass is added to the disk during the satellite accretion process. Mosqueira and Estrada (2003a,b) modified the MMSN model by enhancing the fraction of solid material in the disk (solids-enhanced minimum mass), so there is less gas than in the traditional MMSN models. Various theoretical considerations of disk processes and histories (Appendix B) will lead us to favor models (with some caveats) where the current satellites form during the very last stages of Jupiter's
accretion when the accretion disk was ‘starved’ of gas input (Alibert et al., 2005a, b; Canup and Ward, 2001, 2002, 2006, 2009; Mousis and Alibert, 2006; Ogihara and Ida, 2012; Sasaki et al., 2010; Stevenson, 2001a, b; Ward and Canup, 2010). In these latter models, considerably more condensable mass passes through the disk than is contained in the current satellites, and these objects form in a disk with several orders of magnitude less gas than in an MMSN.

The shocks near the L1 and L2 Lagrange points, after a gap is formed in the solar nebula, which are found in the 2-D calculations of Bryden et al. (1999), Kley (1999), and Lubow et al. (1999), are modified considerably in the higher-resolution 3-D calculations of Machida et al. (2008). For a 1 Jupiter mass protoplanet, the shocks are displaced about 45° from the Sun-Jupiter line and stand off from the Hill sphere by about 20% of \( R_J \). A reservation about this comparison is that the calculations correspond to a full density solar nebula and are local. The local nature of the Machida et al. calculations means the creation of a deep gap in the disk as Jupiter’s mass grows cannot be treated (Machida et al., 2010). In the final stages of accretion, the circumplanetary disk is more likely to behave like a standard accretion disk rather than being subject to the shock-driven accretion found in the 2-D calculations (Bate et al. 2003). In both 2-D and 3-D calculations, a prograde accretion disk is formed, which is the basis for the formation of a coplanar set of satellites in nearly circular orbits.

In spite of Jupiter having likely opened a gap (Appendix A) in the solar nebula when its mass exceeded approximately 1/3 of its current value (e.g., Bryden et al., 1999; Ward and Hahn, 2000), 3-D numerical simulations (e.g., Kley et al., 2001) find continuing accretion onto Jupiter at a rate of \( 10^{-4} - 10^{-2} M_J \) year^{-1}, depending on the assumed nebular viscosity, surface mass density, and scale height. Bate et al. (2003), in a 3-D hydrodynamic simulation, found an accretion rate close to \( 10^{-4} M_J \) year^{-1} (\( 3 \times 10^{-2} M_J \) year^{-1}) as Jupiter approaches its final mass, \( M_J \). The latter authors find that accretion only stops when the planet at 5.2 AU reaches about 10\( M_J \), with an undepleted solar nebula. The accretion of Jupiter was therefore most likely protracted, with the rate of accretion tailing off as the solar nebula is depleted. A striking conclusion from the 3-D calculations (Bate et al., 2003; Machida et al., 2008; Tanigawa et al., 2012) is that relatively little material from the midplane of the solar nebula is accreted onto the disk. Most of the material rains down on the disk from above and below the midplane. This phenomenon is incorporated into starved disk models discussed in the succeeding text, but we first describe a recently developed solids-enhanced minimum mass (SEMM) model (Estrada et al., 2009; Mosqueira and Estrada, 2003a, b) and a gas-free accumulation of the satellites from planetesimals captured from the heliocentric swarm (Mosqueira and Estrada, 2006).

In the following discussions of gaseous disk models, we will use the turbulent viscosity parameter \( \nu \), defined by \( \nu = \frac{2 \nu_c}{c_s} \), where \( \nu_c \) is a characteristic velocity of a turbulent eddy and \( c_s \) is the speed of sound in the gas (Section A.2). The value of \( \nu \) is very uncertain, but typical values are chosen near \( 10^{-3} \). Sources of turbulence in the circumplanetary disks include the influx of material onto the disk (e.g., Cassen and Moosman, 1981) and/or turbulence generated by the Magnetohydrodynamic (MHD) instability (Turner et al., 2014). The latter source requires a certain degree of ionization of the disk material that may be difficult to attain in the environments of most planetary accretion disks. See Turner et al. (2014) for a thorough discussion of the conditions where MHD turbulence may be effective in generating a viscous evolution of a disk and Lubow and Martin (2013) who consider the possibility of a layered disk in which the disk’s midplane is nonturbulent, while the outer layers are MHD-active.

### 10.17.4.1 SEMM Model

We first outline the motivation for the initial conditions in the Mosqueira-Estrada (2003a, b) model. The angular momentum of a planetesimal (or a small volume of gas) relative to the Jupiter embryo is \( \dot{L} = \mu r \times \mathbf{v} \), where \( \mu \), \( r \), and \( \mathbf{v} \) are mass, position, and velocity relative to a frame centered on Jupiter but not rotating. If we write \( \mathbf{v} = v_{\text{rel}} + \mathbf{v}_r \times \mathbf{t} \), where \( v_{\text{rel}} \) is the velocity of the particle relative to a frame centered on Jupiter and rotating with the mean orbital angular velocity \( \Omega = \sqrt{GM/\alpha a} \), \( \mathbf{v}_r \) being the gravitational constant, solar mass, semimajor axis of Jupiter’s orbit, and normal to the orbital plane, respectively, \( L = \mu r (v_{\text{rel}} + \mathbf{v}_r \times \mathbf{t}) = \mu r v_{\text{rel}} + \mu r \mathbf{v}_r \times \mathbf{n}_r \), where the second form is for the assumption that \( r \) is in the plane of the disk and thereby perpendicular to \( \mathbf{n}_r \) along the orbit normal. The specific angular momentum is

\[
\ell = r \times v_{\text{rel}} + r^2 \mathbf{n}_r
\]

where the first term is the specific angular momentum relative to the rotating system and the second is the correction for inertial space representation.

Before the creation of a gap in the heliocentric nebula, \( (M < M_J) \), it is assumed that all of the flux encountering the Hill sphere of radius \( R_H = (M/3M_J)^{1/3} a \) is captured by the proto-Jupiter. Lissauer and Kary (1991) found for the sum of all the specific angular momenta

\[
\ell = \eta \int_{2D}^{R_H} -1.5x^3 \, dx + \eta_1 R_H^2 = \frac{1}{4} \eta R_H^2
\]

where \( x \) is the difference in the semimajor axes of the particle and Jupiter, where we have dropped the vector notation, since it is assumed that all contributions to the specific angular momentum of accreted material are perpendicular to the disk. With conservation of angular momentum, the centrifugal radius is defined by \( r_c = \ell^2/CGM = R_H/48 \approx 15R_J \) for the value of \( \ell \) given in eqn [9] and for \( R_H \) determined for \( M = M_J \), where \( R_J \) is Jupiter’s current radius. The centrifugal radius \( r_c \) is interpreted as the disk size. For \( M < M_J \), appropriate for eqn [9], the disk before gap opening is quite compact.

After the gap in the heliocentric disk becomes large compared to \( R_H \), material enters the Hill sphere near the Lagrange points in the 2-D calculations of Armitage and Lubow (1996) and Lubow et al. (1999). In the 3-D calculations of Machida et al. (2008), material enters the Hill sphere, after passing through the shocks, in the first and third quadrants projected onto the \( x = 0 \) plane with the \( x \)-axis pointing away from the Sun. Nearly all of the 3-D calculations show material falling vertically onto the disk (d’Angelo et al., 2003; Machida,
After gap opening, Mosquera and Estrada (Estrada et al., 2009) assumed that gas enters the Hill sphere at very small relative velocity. The first term in eqn [9] thereby vanishes and the specific angular momentum becomes $\Omega_R R_{\text{Hill}}$ and $r_c = R_{\text{Hill}} / \sqrt{3} \sim 250 R_J$.

Based on this, Mosquera and Estrada (2003a,b) proposed a two-component disc: a massive disk for $(r \lesssim 15 R_J)$ that persists before gap opening surrounded by an extensive outer disk $(r \sim 150 R_J)$ of much lower surface mass density, emplaced after a large gap has formed. The sparseness of the outer disk follows from the much reduced gas flow into the Hill sphere after the gap approaches its maximum extent, and the large radius of the disk follows from the higher specific angular momentum of the material entering the Hill sphere at the Lagrange points as discussed earlier. The gas influx rapidly goes to zero due to gap opening, but solid material continues to be added to the disk through ablation of fragmented planetesimals passing through the disk (e.g., Mosquera et al., 2010) or collisions of such fragments with existing solid planetesimals already in the disk (e.g., Estrada and Mosquera, 2006, see succeeding text).

The gas flow is assumed to wane on the same timescale as the gap opening timescale of $\sim 10^4$ years for a weakly turbulent heliocentric disk (Bryden et al., 1999, 2000; Morbidelli and Crida, 2007). The cessation of the gas flow onto the disk means the presumed chief source of turbulence in the disk is eliminated and the disk viscosity and temperature plummet. Note that the gas flow ends when $M = M_0$, which is contrary to the conclusion of Bae et al. (2003), where accretion stops only when $M = 10 M_0$, although the latter is for an undetected solar nebula.

The postaccretion low disk viscosity and low temperature are involved in various schemes for avoiding the short timescales for the important processes in the disk discussed in Appendix A. The system is closed, since continuing accretion is omitted, where the minimum mass tag implies there is only sufficient solid material to make the satellites, but the gas content of the disk is drawn from a solar composition by a factor of 10 (Estrada et al., 2009). A $t/r$ temperature distribution is assumed with $T = 250 K$ at Ganymede's distance in order to accommodate the stability of icy particles at greater distances. A feature of the model is a surface density distribution $(\sigma_s \sim 1/r)$ with sufficient solids to make Io, Europa, and Ganymede inside $\sim 15 R_J$ leading to an optically thick, massive inner disk. Mosquera and Estrada set the value of the gas surface density to $\sigma_g \sim 3 \times 10^{-5}$ to $3 \times 10^{-6} g \text{ cm}^{-2}$, with the lower end of the range indicating a disk enhanced in solids compared to the standard MMSN disk. But the surface density falls drastically beyond about $15 R_J$ to a value determined by spreading Callisto's mass in the outer disk out to $r \sim 150 R_J$.

With an opacity due only to the gas (i.e., without dust grains), an optically thin outer disk results from which it is argued that Callisto is accreted slowly $(\sigma_s \sim 1/r)$ for $r > 26 R_J$.

The $t/r$ temperature dependence in the inner disk goes to a constant temperature in the outer disk of 130 K, like that of the solar nebula.

A controversial assumption in the model is that the sharp gradient in the surface density between the inner and outer disks is maintained throughout the accretion timescale of Callisto, which they estimate to be $O(10^3-10^6$) years.

The steep surface density gradient between the inner and outer disks is maintained by assuming that turbulence has been nearly completely damped leading to $\zeta \sim 10^{-5} - 10^{-6}$ in both the inner and outer disks. Such low values of $\zeta$ might not be definitely ruled out, since there is no continuing accretion to stir the disk. Small but decoupled objects are rapidly lost to Jupiter through gas drag. But the accumulation of dust and rubble into larger objects is more rapid than the decay of these objects by gas drag. The small particles are assumed entrained in the gas and encounter larger particles that are at Kepler velocities. The growth timescale is $\tau = \sqrt{3} \pi \sigma_a R (3 \pi M \Delta t)$, where $\Delta t$ is the difference between the Kepler and gas velocities. When a mass $M$ is lost at a rate $\sim 1/\tau$, such that satellite formation is favored. Then, the timescale for accretion is determined by the rate at which gas can bring say 100 m or larger objects to the proto-Callisto. Accretion times for Ganymede under these assumptions are $O(10^3-10^4)$ years. Since they have little or no ice, Io and Europa can accrete more rapidly than Ganymede.

The short migration timescales indicated in Appendix A are frustrated by the assumption that the inner three Galilean satellites open gaps in the disk and change from type I to type II migration. The latter is on the viscous timescale, which exceeds the supposed timescale for elimination of the gas disk by photoevaporation (Hollenbach et al., 2000; Shu et al., 1993), because the turbulent viscosity characterized by $\zeta \sim 10^{-5}$ is so small. The steep gradient in the surface density between about 20 and 26 $R_J$ causes type I drift to reverse sign in this region so that a satellite would spiral out instead of in. Callisto is hypothesized to have ended up where the type I drift vanishes at the value of the density gradient where torques from the inner Lindblad resonances balance those from the outer ones. The steep gradient in $\sigma_s$ between the inner and outer disks must be maintained not only through the accretion phase but also throughout the dissolution of the disk. Alternatively, Callisto could open a gap, shift from type I to type II drift and thereby end up where it is because of the low viscosity assumed. But why did it wait until $r = 26 R_J$ to open the gap?

The SEMM model remains at this point a conceptual framework for satellite formation; there have been no explicit, time-dependent models demonstrating either the formation of the assumed SEMM initial conditions or that the proposed SEMM disk would ultimately accrete into a system of four Galilean-like satellites. Many of the subjective criticisms of the Mosquera–Estrada model, such as the very low values of $\zeta$ assumed from the outset to preserve the steep surface density gradient between the inner and outer disks, are muted by uncertainties about which processes are ongoing and on the values of various parameters therein. However, many aspects of the model are ad hoc, such as the $t/r$ temperature distribution normalized to allow ice to condense just beyond Ganymede's orbit, the low viscosity (and maintenance of the steep surface density gradient between the inner and outer disks), and the assumption of the existence of a minimum mass, closed disk in the first place. The latter assumption ignores the history of the disk during the long period of waiting gas accretion. How could the massive inner disk resist viscous
spreading during this period when accretion still generated a reasonable turbulent viscosity?

The SEMM model, as well as the model of Sasaki et al. (2010) discussed in the succeeding text, is not consistent with recent results from increasingly sophisticated numerical simulations of planetary accretion (e.g., Bate et al., 2003; Machida et al., 2008), which show the protracted nature and persistence of the accretion process as the solar nebula is dissipated. These latter results confirm intuitive conceptions about the accretion histories of the giant planets. The neglect of this history and the added criticisms in the preceding text mean that the SEMM and MMSN models in general are not likely to represent the actual sequence of events that led to the formation of the regular natural satellites around the giant planets. In spite of these criticisms, we note that the Mosquera–Estrada papers contain discussions of many, if not most, of the processes that occur in disks that effect the satellite development. These processes should be studied in the development of a comprehensive model of origin of the regular satellites.

10.17.4.2 Planetesimal Capture Model

In a rather detailed and careful analysis, Estrada and Mosquera (2006) reexamined the hypothesis that collisions of planetesimals within Jupiter's Hill sphere in a gas-free environment led to a buildup of captured orbiting material that settles to an equatorial disk through mutual collisions where they could have accumulated into the satellites (e.g., Safronov et al., 1986). Constraints are placed on numerous parameters and assumptions that could allow such a scenario to produce the observed masses and angular momentum distributions, but the authors note that whether or not the parameter values and assumptions are likely to obtain is very uncertain. Perhaps the greatest value of this paper is to show how difficult it is to make a gas-free planetesimal capture scenario a viable alternative for satellite formation. Major caveats are the difficulty in producing the composition gradient in such a scenario (unless later Roche lobe interlopers or tidal dissipation preferentially removes volatiles from the inner satellites), keeping a size distribution of planetesimals that favors collisional capture, and maintaining the supply of planetesimals within Jupiter's feeding zone over the $10^7$-year timescale of the satellite accumulation. It is not clear that a sufficient gas density in the solar nebula to allow a gas drag repulishment of planetesimals in Jupiter's feeding zone would not also keep a gas accretion disk replenished by streaming across the gap. A problem with planetesimals later colliding with the accreted satellites to preferentially remove volatiles from the inner satellites is attaining a sufficient flux of such planetesimals from the depleted zone around Jupiter.

Another problem that is not addressed is the reduction of the optical depth in the circumplanetary disk as the planetesimals accumulate into larger objects on short timescales, thereby reducing the collisional capture probability of additional mass. In addition, the scenario is not placed in the context of the formation of Jupiter that yields a plausible route to the assumed gas-free initial conditions where Jupiter has no satellites. Presumably, Jupiter has already gone through the last stages of gas accretion through streams of material across a gap in the solar nebula, and we shall see later that it should have acquired a stable satellite system already during that process. With the caveats pointed out by Estrada and Mosquera and the additional ones we have mentioned here, it seems unlikely that the satellites formed solely from collisionally captured planetesimals in a nearly gas-free environment.

10.17.4.3 Starved Accretion Disk Model

Accumulation of the satellites of Jupiter in an actively supplied, gas-starved accretion disk instead of a MMSN was proposed by Canup and Ward (2001) and separately by Stevenson (2001a) at the Jupiter conference in Boulder, Colorado, in June 2001 (http://iap.colorado.edu/jupiter/index.html). In this construct, the planet contracts to a size smaller than the satellite region before the nebula dissipates, with subsequent inflow producing a circumplanetary accretion disk (e.g., Ward and Canup, 2010). The satellites form in the disk as the inflow is ongoing, rather than after the inflow has stopped (as in the MMSN and SEMM models). As the planet nears its final mass and the inflow wanes, the disk becomes increasingly gas-starved. Motivations for the starved disk model include a more consistent treatment of the conditions of satellite formation based on planet formation models, the necessity of disk temperatures low enough to allow water ice to condense, and a sufficiently slow accretion of Callisto to allow possibly incomplete differentiation (e.g., Anderson et al., 2001; Kusov and Kronrod, 2005; McKinnon, 1997; Schubert et al., 2004). Stevenson (2001b) summarized remarks at the conference, whereas Canup and Ward (2002) developed a detailed steady-state model based on their conference paper. Their model was extended by Albret et al. (2005a,b) who accounted for the time variation of disk properties as accretion wanes. Major features in the Albret et al. approach are that material from the solar nebula is deposited at the outer edge of the disk with a mass flux through the disk that is in quasi-steady state and that the last part of the satellite formation occurs in a closed disk after accretion has ended. Canup and Ward (2002) had the mass raining down onto the disk consistent with a major finding of the 3-D calculations of Bate et al. (2003), Machida et al. (2008), and Tanigawa et al. (2012) showing the vertical deposition. Canup and Ward (2006) extended their model to include an exponential decrease in the accretion rate with time and a direct model of satellite growth, in which many of the accreted satellites are lost to Jupiter from migration and only the last set formed near the end of accretion remain. Ward and Canup (2010) considered the formation of a disk around a growing gas giant planet, including the energy and angular momentum budget of the inflowing material and the coupled thermodynamic evolution of the planet itself. They found that by the time the planet accretes the final $\approx 10$% of its mass, an accretion disk with low gas surface densities and properties broadly similar to those considered in Canup and Ward (2002, 2006) has formed. Sasaki et al. (2010) and Ogihara and Ida (2012) considered two variations on the Canup–Ward model: an inflow that ends abruptly rather than exponentially due to gap opening (and in this these two works share a common element with the SEMM model) and a disk with a magnetically sustained inner cavity. It is the Canup–Ward (2002, 2006, 2009) model that we now describe.
Ward and Canup (2010) argued that the vertical deposition of material onto the disk and planet falls in the range \( r/4 < r < 3r/4 \), where the upper bound is close to the 30\( R_\oplus \) used in their 2002 model. For accretion during gas inflow, the steady-state disk with uniform deposition inside a radius of 30\( R_\oplus \) treated in 2002 is generalized in 2006 to have a time-dependent influx density of

\[
F_\text{in} \propto \left( \frac{t}{\tau_\text{in}} \right)^{\gamma_\text{in}} \exp \left( - \frac{t}{\tau_\text{in}} \right)
\]

where \( F_\text{in} \) is the vertical flux density onto the disk's upper and lower surfaces, \( r \) is the radial distance from the center of Jupiter, \( \tau_\text{in} \) is the time constant for exponential decay of the influx rate, and \( \gamma_\text{in} \) is an adjustable constant parameterizing the radial variation in the flux density over the disk inside the outer bounding radius. The radius \( r_s \) is a free parameter constrained by the specific angular momentum of inflowing material. A range of 16-46 planetary radii for Jupiter, Saturn, and Uranus is consistent with Lissauer's (1993) 3-D calculation (with 16 being the value for Jupiter in particular). The disk outer boundary is set to \( r_o \approx 150R_\oplus \). If the viscous timescale \( \tau_\text{v} = r^2/\nu \), with \( \nu = c_s H \) (\( c_s \) = midplane sound speed and \( H \) = gas scale height, Appendix A), is much smaller than \( \tau_\text{in} \), the gas surface density \( \Sigma_g \) maintains a quasi-steady state like that assumed in Canup and Ward (2002). For \( \tau_\text{in} \sim 10^6 \) years, this condition is valid for \( \nu \gtrsim 10^{-4} \).

Solids smaller than \( \sim 1 \) m are entrained in the gas and, for a planet that has not opened a gap, will be delivered with it to the disk from heliocentric orbit. The delivery of small particles to the disk is more complex once the planet opens a gap. At the outer gap edge, the gas disk's rotation is super-Keplerian because the local gas surface density increases with orbital radius, thereby reversing the radial pressure gradient. The gas drag that caused the inward migration of small particles is reversed, causing them to stall and build up at the outer gap edge (Paardekooper and Mellema, 2006a,b). However, this buildup cannot proceed indefinitely, because once the surface density of small particles becomes comparable to that of the local gas, the back reaction of the particles on the gas causes its motion to become more Keplerian and particles begin to flow into the gap (Ward, 2009). A simple model accounting for this effect suggests that particles mm-sized and smaller could enter the gap and be delivered to the disk (Ward, 2009), although this issue merits further investigation for larger particles.

It has traditionally been thought that most solids in the heliocentric disk would be in large planetesimals by the time of Jupiter's formation, although these would probably be diminished in size through fragmentation collisions after Jupiter had gained most of its mass. However, recent works argue that a large fraction of the disk's solid mass was contained in millimeter- to centimeter-sized 'pebbles,' based both on observations of extrasolar disks (e.g., Testi et al., 2003; Wilner et al., 2005) and on dynamic models (e.g., Lambrechts and Johansen, 2012). The latter found that pebble accretion can lead to formation of the gas giant cores in a time shorter than the nebular lifetime. Such conditions would also imply a substantial population of pebble- and grain-sized particles that could be delivered to the circumplanetary disk by the gas inflow.

It may also be the case that an alternative delivery of solids to the disk may be viable. Once in the disk, the solids are assumed to accrete rapidly enough to decouple from the gas before they can spiral into Jupiter from gas drag. In an inflow-supplied disk, the accretion timescale for a satellite of mass \( m \), is \( \tau_\text{acc} \approx \frac{2\pi R_\oplus \Delta r}{m (\dot{m}/4\pi r^2 \Sigma_g)^{1/3}} \), where \( \Delta r \) is the width of the annulus over which the satellite accumulates material. With \( \Delta r/r \approx 2 \), as \( \varepsilon = H/r \) (\( m/4\pi r^2 \Sigma_g \))\(^{1/3} \) is the maximum eccentricity obtained by \( m \), from a balance between eccentricity damping by density waves and excitation by scattering from similarly sized objects (Ward, 1993), the accretion timescale for a uniform inflow varies with orbital radius as \( \tau_\text{acc} \propto 1/r^{1/3} \) (Canup and Ward, 2006). The inverse dependence on \( r \) is because accretion is being regulated by the rate of the inflow, rather than by the orbital frequency as is the case in disks with a fixed total mass. For a uniform inflow per area, mass is added more quickly to an outer satellite's feeding zone due to its much larger surface area, so that objects in the outer disk grow more quickly than those in the inner disk.

Satellite growth continues, while each satellite spirals toward Jupiter from type I drift (Appendix A). The rate of type I drift is proportional to the satellite mass and to the gas surface density in the disk (Appendix A), and the satellites tend to accelerate as they drift toward Jupiter due to their accretion of some additional inner disk material. The timescales for type I drift (Appendix A) are generally shorter than \( \tau_\text{in} \) in eqn [10], so that many satellites are lost to Jupiter as the influx wind down. But as the inflow wanes, the gas surface density drops and the type I timescale lengthens: the last surviving satellites are then those for which \( \tau_\text{acc} \sim \tau_\text{drift} \). Each satellite reaches a critical mass \( m_\text{crit} \) where the timescale \( \tau_\text{crit} \) for further growth is comparable to its type I orbital decay timescale after which further growth is limited before the satellite is lost to Jupiter.

The model includes disk heating and cooling, where the heating comes from the gravitational energy lost by the incoming material, viscous dissipation within the disk, and even radiation from a still warm Jupiter with only radiative cooling to keep the disk temperature below the ice point at least in the outer regions. Disk temperature distributions and surface densities are constrained by assumptions about the disk opacities and the viscosity parameter \( \alpha \) defined in Appendix A. The timescale for type I drift depends on the scale height, which depends on the temperature of the disk, and that temperature distribution depends on the opacity of the solids-gas mixture in the disk, which itself is a function of temperature (Pollack et al., 1994; Appendix A). Higher opacities lead to slower required inflow rates for similar temperatures. Opacity is then important in determining both the disk structure and the manner in which the migration rate changes with \( r \). Unfortunately, the opacity and its dependence on radial distance from Jupiter are highly uncertain, since it depends on the amount, composition, and size distribution of the dust in the nebula.

Canup and Ward (2002, 2006) used a constant opacity in their model, and it would be of interest to determine the effect of other assumptions about the opacity distribution and the general thermal properties of the disk on their conclusions.

For the case where \( \gamma_\text{in} = 0 \) in eqn [10] (uniform deposition inside \( r_s \)) Canup and Ward (2006) find in their eqn (2),
\[ m_{\text{crit}} \approx 5.4 \left( \frac{\pi}{C_s} \right)^{5/9} \left( \frac{H}{r} \right)^{26/9} \left( \frac{r}{r_0} \right)^{10/9} \left( \frac{2}{f} \right)^{2/3} \left( \Omega_{\text{KDCF}} \right)^{1/9} \]
\[ \approx 5.6 \times 10^{-3} \left( \frac{3.5}{C_s} \right)^{5/9} \left( \frac{H}{r} \right)^{26/9} \left( \frac{r}{r_0} \right)^{10/9} \left( \frac{2/f}{0.1} \right) \left( \frac{3}{3 \times 10^{-3}} \right)^{2/3} \]

where \( \chi = \left( 1 \text{ week} / [2\pi/\Omega_{\text{KDCF}}] \left( r_0/10^7 \text{ years} \right) \right) \) and \( r_{\text{c}} = M_0/(\Delta m_{\text{dr}}) \) is the timescale for the growth of \( M_1 \). Because the ratio \( m_{\text{crit}}/M_1 \) depends so weakly on the inflow rate \( (z'_{\text{KDCF}}) \), a similar maximum satellite mass results for a wide range of inflow rates. Next, the dependence of \( m_{\text{crit}}/M_1 \) on \( z/f \) for a given inflow rate can be understood from the following. A larger \( x \) leads to a lower surface mass density and hence slower migration, which allows the satellite mass to grow more before it is lost, and a smaller \( f \) means more solids are delivered also resulting in an increased satellite mass.

Canup and Ward (2002, 2006) used a type I timescale appropriate for optically thin, isothermal disks (Tanaka et al., 2002), with \( C_s = 2.7 \pm 1.1 \), where \( \zeta \) is the exponent for the radial surface mass distribution as in \( r_{\text{d}} \propto 1/r^{3/2} \). \( C_s = 3.5 \) for a disk with \( z'_{\text{KDCF}} = 3/4 \) (Canup and Ward, 2002). It is possible that even a gas-starved disk can be optically thick, depending on the abundance and size of dust in the disk. Recent works have shown that type I migration is altered in optically thick, adiabatic disks due to opposing effects of corotation torque (e.g., Kley and Crida, 2008; Paardekooper and Mellema, 2006a,b). Paardekooper et al. (2010) provided a revised \( C_s \) accounting for such effects, where

\[ C_s = \frac{2}{\gamma_a} - 2.5 - 1.7\beta + 0.1\zeta + 1 \left( \frac{2}{\gamma_a} - \zeta \right) + 7.9\beta - (\gamma_a - 1)\zeta \]

where \( \gamma_a \) is the adiabatic index (1.4 for diatomic hydrogen), \( \beta \) is the exponent in the disk temperature profile \( T_d \propto 1/r^{3/2} \), and \( C_s > 0 \) (\( \leq 0 \)) is inward (outward) migration. For values appropriate for an optically thick inflow-supplied disk, \( C_s = 0.5 \), indicating inward type I migration that is about seven times slower than that estimated by Tanaka et al. (2002) for optically thin, isothermal disks. Because the satellite mass is set by a balance between satellite growth and type I loss, a reduction in \( C_s \) to 0.5 in eqn [11] would produce a comparable critical satellite mass for an \( z/f \) ratio that is a factor of 5 smaller, reducing, for example, the needed level of viscosity to achieve a desired satellite mass.

In these analytic approximations, each satellite grows to mass \( m_{\text{crit}}(r) \) within an annulus of width \( \Delta r \), after which it is rapidly lost from type I migration. But in the time to migrate into Jupiter, another \( m_{\text{crit}} \) accumulates. So, the total mass \( M_T \) in satellites at any time is given by eqn [4] of Canup and Ward (2006),

\[ \frac{M_T}{M_1} = \int_{r_1}^{r} \frac{m_{\text{crit}}(r)}{\Delta r} \, dr \]
\[ \approx 2.1 \left( \frac{\pi}{C_s} \right)^{4/9} \left( \frac{H}{r} \right)^{10/9} \left( \frac{2}{f} \right)^{1/3} \left( \Omega_{\text{KDCF}} \right)^{1/9} \]
\[ \approx 2.5 \times 10^{-4} \left( \frac{3.5}{C_s} \right)^{4/9} \left( \frac{H}{r} \right)^{10/9} \left( \frac{2/f}{0.1} \right) \left( \frac{3}{3 \times 10^{-3}} \right)^{1/3} \]

where it is assumed that \( H/r \) and \( f \) are approximately constant across the disk and that \( R_{1,\text{c}} < r_1 \). An important characteristic of eqn [12] is that \( M_T/M_1 \) is comparable to the observed satellite-planet mass ratios for Jupiter with plausible choices for the parameters, and by replacing \( M_1 \) by \( M_2 \) or \( M_3 \), the same applies to Saturn and Uranus. Notably, \( M_T/M_1 \) is insensitive to the inflow rate through \( z_{\text{KDCF}} \) lacks a dependence on \( \tau_0 \) and depends only weakly on \( z/f \).

Perhaps the most notable result of this model is the prediction that all the major planets should have values of \( M_T/M_1 \approx 10^{-8} \), which is what is observed. The value of \( M_T/M_1 \) is determined primarily by the value of \( z/f \) and the weak dependence of the mass fraction on this ratio (\( (z/f)^{1/3} \)) means that systems comparable to those of Jupiter, Saturn, and Uranus result for \( 10^{-8} < z/f < 5 \times 10^{-4} \). Neptune is excluded because the capture of the large satellite Triton disrupted the original system. The application of the theory to Uranus requires additional processes that lead to the large obliquity after the satellite system was formed. An impact that tilted Uranus would disrupt the Canup and Ward-formed satellite system leading to mutual collisions among the satellites and reassembly in the new equatorial plane, or if an adiabatic process can be found to tilt Uranus, the satellite system would remain equatorial during the process (see Section 10.17.6). Both \( a \) and \( f \) are most likely to vary both in time and from planet to planet given the difference in the planet compositions and the likely decrease in \( f \) from solar composition as the solar nebula is evaporated. Whether or not the given influx of material can cause enough turbulence for values of \( z/f \) within this range has not been ascertained. Magneto-rotational instability is another potential source of turbulence, but its effectiveness is greatly diminished by the likely presence of dust grains and likely insufficient ionization (e.g., Fujii et al., 2011).

To check these conclusions, satellite formation is simulated in Canup and Ward (2006) by the N-body SyMBA code (Duncan et al., 1998) based on the algebraic mapping integration scheme of Wisdom and Holman (1991), modified to include the interaction of the masses with the gas disk and ongoing mass inflow (Canup and Ward, 2006). The satellites interact gravitationally with Jupiter and with each other. The background disk is treated analytically and interactions of the satellites with it are treated as small perturbations of the orbits. The radial surface density profile is approximated by \( \sigma_r(r) = \sigma_0 / (r/a)^{4/5} \), and \( H/r = c_s/\Omega_{\text{KDCF}} = h_0 / (r/a)^{4/5} \) gives the radial variation of the scale height. The scale height depends on the radial temperature distribution determined by the opacity. Values of \( \gamma_a = 0.75 \), \( \gamma_r = 0.13 \), and \( h_0 = 0.07 \) are estimated from the steady-state disk model of Canup and Ward (2002) with a constant opacity (see Appendix A). Satellites experience a drag force because the gas is partially supported by the radial pressure gradient discussed in Appendix A, where the satellites are given kicks at each time step proportional to the area to mass ratio in a direction opposite to the relative velocity between the satellite and the gas. The gas drag is only important while the satellites are small, where type I interactions dominate the reduction in eccentricity, orbital inclinations, and semimajor axis for larger satellites. After Papaloizou and Larwood (2000), type I interactions are simulated with added accelerations \( \vec{a}_r = - \vec{V}/r_{\tau_0} \), and \( \vec{a}_{\text{amp}} = -2 \left( \vec{V} \times \vec{k} \right) / r_{\tau_0}^2 - \vec{V} / r_{\tau_0}^2 \), where \( \vec{k} \) is a unit vector perpendicular to the plane of the disk and \( \vec{V} \) is the satellite velocity. The timescale \( \tau_1 \) for type I reduction of the semimajor axis is related to the timescale \( \tau_1 \approx 1.4 \tau_{\text{KDCF}} \) for the damping of the eccentricity and inclination by (Tanaka and Ward, 2004).
\[ t_\alpha = \frac{1}{C_\alpha \Omega_R} \left( \frac{M_\text{f}}{m_\text{f}} \right) \left( \frac{M_\text{f}}{r^2 \sigma_E} \right) \left( \frac{H}{r} \right)^2 = \frac{C_\alpha}{C_\gamma} \frac{t_\gamma}{(H/r)^2} \]  

where \( C_\alpha \) and \( C_\gamma \) are constants of order unity.

The solid inflow is represented by adding orbiting masses with random positions for \( r < r_* \), at a rate proportional to \( F_{\text{in}}/r \). Constraints on CPU time for the calculations forced the added objects to be 50–600 km in radius – far larger than the small objects expected to follow the gas during the inflow. But once in orbit, the rapid accretion times imply that the particles would coagulate into sizes that are decoupled from the gas in times less than the viscous spreading time of the gas and to accumulate into larger objects on timescales short compared to gas drag timescale \( t_{\text{co}} \). If these assumptions are valid, starting with 50–600 km objects to accommodate the computational constraints should have little effect on the outcomes for satellites much larger than these sizes. Collisions within the disk are treated as inelastic mergers.

Since the satellites continue to accrete objects after they reach mass \( m_{\text{crit}} \), their migration into Jupiter is hastened, and the value of \( M_r/M_\text{f} \) given by eqn [12] is an upper bound. This is illustrated in Figure 1 for a constant and uniform flux density \( F_{\text{in}} \) with \( \tau_{\text{in}} = 0 \), \( \tau_c = 5 \times 10^5 \) years, \( r_* = 30R_\text{J} \), and \( \alpha/f = 5 \times 10^{-6} \), \( 5 \times 10^{-5} \), \( 5 \times 10^{-4} \). The solid lines indicate the oscillating values of \( M_r/M_\text{f} \) resulting from the occasional loss of a satellite into Jupiter as a function of time normalized by the accretion timescale, and the dotted lines are the values of \( M_r/M_\text{f} \) from eqn [12], both for the indicated values of \( \alpha/f \). Generally, the total mass of solids delivered to the disk will exceed \( M_\text{f} \), so that several satellite systems with \( M_r/M_\text{f} = 2 \times 10^{-4} \) would be provided with the earlier ones being lost to Jupiter.

Figure 2 shows that for time-dependent influx rates with \( \tau_{\text{in}} \sim 1.5 \times 10^5 \) years, outer radius \( r_* \) for flow deposition \( r_c = 30R_\text{J} \), and \( \gamma_{in} = 0 \), and \( \alpha/f = 6.5 \times 10^{-5} \) with \( x = 6.5 \times 10^{-3} \), a system of satellites resembling the Galilean satellites is produced with \( M_r/M_\text{f} \sim 3 \times 10^{-4} \). Recall that \( M_r/M_\text{f} \) is almost independent of \( \tau_{\text{in}} \) (eqn [12]) but that disk temperatures are affected by \( F_{\text{in}} \) (with effective disk temperature \( T_{\text{disk}} \approx \frac{F_{\text{in}}}{\pi \sigma} \) (Canup and Ward, 2002)). Early in the simulation when the influx is high, the masses of the satellites are given by eqns [11] and [12], but the satellites accreted will be rocky. The properties of the disk must evolve to the point where the midplane temperature of the disk is below 200 K at least beyond the point in the disk where Ganymede accretes a significant fraction of its mass and the accretion of at least Callisto has a timescale \( > 10^3 \) years to accommodate the latter's possible lack of full differentiation. This timescale requirement generally persists even if Callisto turns out to be differentiated (McKinnon, 1997; Peale, 1999), since influx to the disk and hence the maximum accretion rate are limited by the low disk temperature constraint needed for ice at Ganymede. As the influx wanes, the disk temperature is expected to drop and the component of ice in the satellites is increased. A final generation of Jovian satellites from solar composition inflow with \( \tau_{\text{in}} = 10^5 \) years would form within a disk having temperatures below 200 K exterior to 15 \( R_\text{J} \) with \( x \approx \text{a few} \times 10^{-3} \), a disk opacity \( \kappa = 0.1 \text{cm}^2 \text{g}^{-1} \), and a planet temperature \( T_r = 500 \) K (Canup and Ward, 2002). The constraint of the outer satellites having a large icy component is thereby satisfied. The corresponding timescale for the accretion of the final generation of satellites is \( \sim \tau_{\text{in}} \sim 10^5 \) years, which is consistent with only partial differentiation according to the criteria of Stevenson et al. (1986) and Barr and Canup (2008). Neither the ratio of the total mass of the satellites to the planetary mass, \( M_r/M_\text{f} \), nor the distribution of the final satellites is affected much for \( 1 < \gamma_{in} < 1.8 \), so the results are given in Canup and Ward for \( \gamma_{in} = 0 \). However, whether most of the mass is deposited close to the planet or far from the planet should affect the distribution of the ice fraction, but this effect of \( \gamma_{in} \) has not been explored. In addition, larger values for \( \gamma_{in} \) may reduce the number of final large satellites (Ogihara and Ida, 2012).

In reality, the satellites are likely to be trapped into orbital resonances sometimes through differential migration of the forming satellites. Such captures were common in the integrations of Canup and Ward (2006) when there were larger outer satellites catching up with smaller inner satellites through type 1 drift (Appendix A). Peale and Lee (2002) demonstrated an assembly of the Galilean satellites into the set of 2:1 MMRs that comprise the present Laplacian relation, where Ganymede is assumed to migrate on the 10^2-year timescale of Canup and Ward and Io and Europa migrate on timescales that are double this value. All the current properties of the resonant system are produced in this scenario, which also requires significant tidal torque from Jupiter to prevent disintegration of the resonant structure from dissipation in Io. However, the assumption of the relative migration rates is ad hoc, and it remains to be shown that detailed plausible disk properties including the opacity as a function of temperature and thereby position in the disk (Appendix A), assumed viscosity, etc. can lead to relative migration rates that are consistent with the hypothesis. Still, during the satellite accretion, it is relatively certain that inner small satellites will be trapped into orbital resonances with outer larger satellites that are migrating faster. Such
trapping in resonances will hasten the demise of the small satellites interior to larger satellites, where such effects are naturally accounted for in the simulations of the mutual gravitational interactions during differential migration.

The Canup–Ward model successfully produces systems similar to the Galilean satellites (Figure 2). Its virtues include the following: (1) The model is formulated within a plausible model of a waning accretion of the planets, naturally producing not only the observed satellite–planet mass ratios for Jupiter but also those for Saturn and Uranus. (But see Sections 10.17.5 and 10.17.6 for possible caveats.) (2) The waning accretion causes the disk to evolve to sufficiently low disk temperatures to allow water ice condensation and incorporation of that ice into the satellites. (3) The main conclusions are insensitive to the infall rate and only weakly dependent on the notoriously uncertain value of $\alpha$. (4) The last generation of Jupiter's satellites accretes sufficiently slowly to allow possible incomplete differentiation of Callisto. (The latter constraint could be relaxed somewhat if it turns out that Callisto is in fact completely differentiated (McKinnon, 1997; Peale, 1999).) (5) The theory is clearly formulated in terms of parameters whose values can be adjusted and the consequences ascertained as new observations and theory provide more constraints. (6) Numerical simulations are consistent with the analytic approximations used in estimating the critical satellite mass attained before loss to the planet and for the total mass fraction $M_d/M$. (7) The simulations produce satellite systems similar to those observed for Jupiter, Saturn, and Uranus for plausible values of the parameters.

Possible caveats to these conclusions include the following: (1) The model requires that the planet contracts to a scale smaller than the satellite system while the nebula is still present, so that an accretion disk forms. While this appears consistent with current contraction models (e.g., Papaloizou and Nelson, 2005; Ward and Canup, 2010), the alternative picture in which a disk is created by spinout from a planet that contracts after the nebula has dissipated would likely produce a very different outcome. (2) A disk with viscosity $\alpha$ values comparable to those inferred for circumstellar disks is assumed. This seems consistent with what is needed to explain the accretion of mass to the planet, given the relatively high specific angular momentum expected for the inflowing gas. But numerical models justifying such $\alpha$ values in this environment are lacking. Although the effect of the value of $\alpha$ on the conclusions is suppressed by small fractional exponents, the range leading to systems consistent with those of the gaseous planets still implies relatively large values of $\alpha$. (3) What values of $\alpha$ can be expected from the infall rate as a function of time or from other means of generating turbulence such as stirring by the satellite embryos themselves or MHD-generated turbulence? (4) The model assumes that the outer edge of the inflow region corresponds roughly to the observed scale of the outermost regular satellites. Determination of $r_e$ from hydrodynamic simulations is very challenging, due to the required high resolution, the need to account for the tendency of the circumplanetary disk to viscously spread, and the dependence of results on the assumed nebular scale height. But on balance, current models suggest that the inflow region extends somewhat beyond the current large outer satellites (e.g., Ward and Canup, 2010). Are there processes that would have inhibited satellite accretion in the outer disk? Or could $r_e$ be set by another process, such as the radial extent of a midplane dead zone where MHD turbulence is inactive (Lubow and Martin, 2013)? (4) The assumption that all of the solids are delivered with the gas is dependent on the view that much of the solid mass is in sizes much less than a meter and that small particles do penetrate the gap. An abundance of small particles is predicted by current ‘pebble accretion’ models, although their
delivery to the disk in the presence of the gap should be more thoroughly investigated. How does a realistic estimate of the solid particle size distribution affect the solid inventory of the disk? Are there viable alternative schemes for solid delivery? (5) The critical dependence on disk properties on the opacity effects in particular the inferred disk thermal profile for a given inflow rate and how type I migration rate varies with \( r \). It is possible that the latter could affect the relative growth rates of satellites at various distances. The Canup–Ward model does not include a time-dependent opacity nor a disk that may evolve from optically thick to optically thin. Has the assumption of a constant opacity seriously altered the evolution?

Sasaki et al. (2010) considered a Canup and Ward-type model, only with two important differences. First, they terminate the accretion shortly after Jupiter opens a gap in the heliocentric nebula, which leaves a hot massive disk, which they assume is quickly reduced by a short viscous spreading timescale. This leaves the satellites that are currently in the disk to interact with the remaining gas. The properties of the disk and satellites therein are now frozen at the time of gap formation, and the disk is now closed. In essence, this involves one of the main premises of the SEMM model (an abrupt end to the inflow upon gap opening) to an actively supplied disk model. A unique and crucial assumption in their model is the creation of an inner cavity in the disk through magnetic coupling to the rapidly rotating Jupiter that extends out to the synchronous orbit (\( 2.25 R_J \) assumed). This inner gap is motivated from differences between classical and weak-line T Tauri stars, where the former’s properties are assumed to result from formation of an inner cavity created by the magnetic field of the star. An eccentricity barrier at the inner disk edge (Ogihara et al., 2010) is proposed as the means of stopping the satellites at the boundary. Here, a satellite crossing the boundary because of its eccentric orbit forced by a MMR experiences a positive torque because of a tailwind near apoaopse but has no negative torque at the periapse because it is not in the disk on this part of its orbit. There are at least 2 caveats for this hypothesis: (1) Sasaki et al. adopted the timescales obtained by Ogihara et al. (2010) for type I drift in an isothermal disk. These timescales are appropriate for opposing inside and outside torques. These type I drift timescales are applied to all the satellites in the resonances – even to the satellite at the disk’s inner edge. But the outer Lindblad resonances are still in the disk for that satellite and there are no opposing torques from the inside, so the satellite will experience a continued type I torque forcing it toward Jupiter that is now enhanced because there are no interior Lindblad resonances contributing an opposite torque. The timescale for type I drift is thereby reduced for the satellite at the disk edge from that which was assumed. A possible solution could be obtained by considering the opposing action of the corotation torque at the outer edge of the disk cavity (Masset et al., 2006). (2) Type I timescales are derived for a circular satellite orbit, but the forced eccentricity of the satellite at the disk edge introduces additional resonances in the disk which contribute to the torque. A complete treatment of the disk edge dynamics must be completed before one can have confidence that the eccentricity trap will work.

If the barrier does exist, subsequent satellites are now trapped in a series of MMRs and migration of the whole stack of satellites is resisted by the cavity barrier holding the innermost satellite in place. Once the gas infall terminates, the disk is depleted by viscous spreading and the disk temperature decreases exponentially with time. When the mass of the trapped, resonantly bound satellites exceeds the remaining mass in the disk, the barrier is breached and the innermost satellite is forced into Jupiter presumably still in the MMR with the outer satellites. The next satellite in line then is halted at the barrier but may be pushed into Jupiter as the remaining satellites continue to accrete mass from the disk. The ice content of the outer satellites increases as the disk cools and the ice line moves in. When the gas content of the disk is sufficiently depleted, migration stops leaving a system comparable to the current Galilean satellites.

When Sasaki et al. considered an abrupt cessation of inflow to the disk, their outermost large satellite typically forms too quickly to be consistent with an incompletely differentiated Callisto. However, by assuming a more gradual reduction in the inflow, they found a \( \sim 10^6 \)-year accretion time for the outermost body. Callisto accretes slowly in the outer part of the disk cool enough to accrete a major fraction of ice and migrates so slowly that it is often not trapped into a resonance.

Sasaki et al. modeled satellite accretion using a semianalytic procedure developed by Ida and Lin (2004, 2008) to model planet formation. Ogihara and Ida (2012) considered the same physical conditions as Sasaki et al. but modeled satellite accretion with an N-body simulation. They found similar results for Jupiter-like systems, including the finding that a Galilean-like configuration in which several satellites are captured into mutual 2:1 resonances is a very common outcome when an inner disk cavity is included with the eccentricity trap.

There are several other aspects of the Sasaki et al. (2010) proposal that are controversial: (1) The assumption that accretion is halted at the time of gap formation is not consistent with the global 3-D calculations of Bate et al. (2003), who found accretion is not halted until \( M \sim 10^4 M_J \). (2) There is no analysis of the disk ionization needed to establish the magnetic coupling to the gas that creates the inner cavity. (3) It is not clear that the large magnetic field necessary to effect the disk standoff is actually to be expected. On the other hand, the existence of a cavity at some point may well be required to explain the current subcritical rotation rates of Jupiter and Saturn (Takahata and Stevenson, 1996). (4) And their model assumes a satellite accretion timescale that increases with orbit radius, whereas in an inflow-regulated disk, this timescale decreases with increasing \( r \). This appears likely to have affected the architecture of their final satellite systems, particularly in the case of Saturn-like systems without an inner cavity (see the discussion in the next section).

The Canup–Ward (2002, 2006) model is a reasonably complete and plausible model of satellite formation within a model of the latter stages of the accretion of Jupiter, albeit not without caveats. It is consistent with the composition and positional constraints and produces the gross features of the satellite systems of the giant planets for plausible choices of the controlling parameters, which differ from planet to planet. Some choices of the parameters yield systems comparable with the observed Galilean satellites. The vertical accretion onto the disk is consistent with the high-resolution 3-D simulations. The accretion of the satellites in the circumplanetary
disk is specifically treated as a function of disk properties that change as the accretion winds down, where plausible timescales for the various processes are assigned that are consistent with the observed properties of the satellites. The encouraging conclusions from the model depend on the assumed value of α, the presence of sufficient small solids that can be efficiently delivered to the disk by the gas, and the disk’s thermal model (and therefore the assumed opacity). Refinement of the model should develop realistic constraints on these parameters.

10.17.5 Saturn System

The Saturn system is far different from the Jupiter system, and aside from the conclusion that the regular satellites formed in a cold, dissipative disk, the details of the formation of the satellites therein are less understood. The Saturn system is dominated by a single satellite, Titan, which contains 96% of the combined mass of all Saturn’s satellites. Whereas Jupiter’s satellite densities decrease progressively with increasing distance from the planet, at Saturn, they are strikingly nonmonotonic: the densities of the satellites Mimas, Enceladus, Tethys, Dione, Rhea, Titan, Hyperion, and Iapetus are 1.15, 1.61, 0.97, 1.48, 1.23, 1.88, 0.57, and 1.08 g cm\(^{-3}\), respectively (e.g., Jaumann et al., 2009). These densities imply a substantial ice content for all the satellites, but in common with Jupiter, the fraction of the planet’s mass contained in the satellites is near 2 \(\times 10^{-4}\). Interior to these satellites are Saturn’s main rings, which together contain about the mass of a Mimas-sized satellite, and multiple smaller ring moons. The ring moons are dynamically young (e.g., Esposito, 1986; Goldreich and Tremaine, 1982) and may be recent products of the collisional expansion of ring material beyond the Roche limit (Champernowne et al., 2010). The small mass of the satellites other than Titan, the lack of any rock-dominated satellites inside Titan’s orbit, the nonmonotonic distribution of densities, and the origin of the rings comprise the major mysteries of the formation of Saturn’s satellite system.

While the low density of Hyperion (mean radius \((R) \approx 150 \text{ km}\)) is significantly affected by porosity, this is expected to have a minor effect on the densities of larger Tethys \((R = 530 \text{ km})\) and Iapetus \((R = 718 \text{ km})\). In particular Tethys’ density is the lowest of all outer solar system objects having \(R > 500 \text{ km}\) and, for plausible densities for rock and nonporous ice, implies a rock content between 0% and 6% (e.g., Thomas, 2010). The main rings are also more than 90-95% pure water ice (e.g., Guzi et al., 2010). These are extremely ice-rich compositions compared to a bulk solar composition of roughly half rock/ice. In contrast, the mass fractions of rock in Enceladus, Dione, and Titan are similar to those of Ganymede and Callisto. The current high density of Enceladus may reflect loss of water from the observed plumes at the south pole (Porco et al., 2006). The loss rate of neutral H\(_2\)O is estimated to be \(\approx 75-1600 \text{ kg s}^{-1}\) (e.g., Fleshman et al., 2010). The history of activity on Enceladus is totally unknown, but if current activity has persisted for a significant fraction of Enceladus’ lifetime, the satellite could have lost a significant fraction of its ice and started with a more Mimas-like density.

Titan is about 50% water as deduced from its mean density. Estimates of its moment of inertia from Cassini data suggest that its interior may be incompletely differentiated like Callisto (Jess et al., 2010), although this result assumes hydrostatic equilibrium and is therefore uncertain due to the possible contribution of nonhydrostatic structures (e.g., Gao and Stevenson, 2012). The mole fraction of methane in Titan’s atmosphere is about 5% in the lower atmosphere and the rest is essentially all N\(_2\) except for traces of argon, a tentative detection of neon, and small amounts of heavier hydrocarbons (Niemann et al., 2005, 2010). Aside from a mole fraction of 2.1 \(\pm 0.8 \times 10^{-7}\) for \(^{36}\)Ar and 2.8 \(\pm 2.1 \times 10^{-7}\) for \(^{22}\)Ne, no other primordial inert gases have been detected (Niemann et al., 2010).

If the N\(_2\) in Titan’s atmosphere were trapped in the icy planetesimals that went into Titan as direct condensation from the gaseous phase, or if it were trapped in amorphous ice or as a clathrate hydrate, the noble gases would have also been trapped. The lower upper bound on the noble gases implies then that the N\(_2\) came into Titan in the form of NH\(_3\) (Niemann et al., 2005, and references therein). The non-detection of krypton and xenon led to several suggestions for the origin of the atmosphere consistent with the lack of these gases. One possibility is that the icy planetesimals formed at temperatures >75 K so that the noble gases and CH\(_4\) were not captured, but NH\(_3\) and CO\(_2\) were. However, Owen and Niemann (2009) showed that the detection of Ar but not Kr or Xe could instead be due to the limited sensitivity of the Huygens probe instrument given the relative abundance of these elements in other solar system bodies, making such arguments inconclusive.

Heavier hydrocarbons are thought to be products of photochemistry initiated by photodissociation of methane (e.g., Niemann et al., 2003). The relatively short timescale for the survival of CH\(_4\) from photodissociation of 10-100 million years (Wilson and Arey, 2004; Yung et al., 1984), together with the lack of any isotope fractionation in the carbon of CH\(_4\) like that seen in nitrogen and oxygen, means that CH\(_4\) must be continuously supplied from Titan’s interior (Niemann et al., 2005). This scenario may require the continuous supply of CH\(_4\) to Titan’s atmosphere to be created through chemistry within Titan (Zolotov et al., 2005). We are certainly left with the constraint that the temperature eventually becomes cool enough in the Saturn disk to allow water ice to persist but perhaps not so cold as to permit stable methane clathrates.

Most models of the Saturnian protosatellite disk invoke a surface density, midplane temperature, and pressure that increase with decreasing \(r\) as in the Jupiter examples in the preceding text. This would normally favor the formation of rocky satellites close to the planet with icy satellites further out, yet the inner satellites are ice-rich at Saturn. For an accreting disk, the rate of heat generated by viscous dissipation is proportional to the inflow rate (Canup and Ward, 2002), and so for very slow rates of inflow, ice can be stable in the inner disk. In the limit that viscous dissipation is unimportant and the planet’s luminosity is the dominant heat source in the disk, the ice stability distance is within three Saturnian radii once the planet’s temperature falls below about 500 K (e.g., Canup, 2010). A cold, solar composition inner disk would produce ice-rock satellites, rather than extremely ice-rich objects like Mimas and Tethys. Furthermore, a smooth disk surface density profile consistent with Titan’s mass would generally yield much more massive satellites in the inner disk than those observed. Thus, the inner Saturnian satellites are not easily explained by a standard disk model.
The Mosquera-Estrada SEMM model for the Saturnian disk (2003a) starts with a smoothed minimum mass nebula based on the total satellite system mass, rather than on the specific distribution of mass in the current inner satellites. The temperature and surface mass densities are assumed to vary as $1/r$ as in the Jupiter model. As in the Jovian SEMM disk, a steep surface density gradient is assumed just outside the centrifugal radius defined earlier, which for Saturn is just outside the orbit of Titan. We argued earlier that it is improbable that such a steep gradient could have been maintained during the disk's formation, when the viscosity required to transport angular momentum outward so that the planet can accrete mass (e.g., Estrada et al., 2009) would have smoothed out such variations (e.g., Ward and Canup, 2010). But interestingly, capture of Hyperion into its current 4:3 MMR with Titan seems to require such a steep density gradient ($\sigma \sim r^{-3}$) if Hyperion formed as Titan formed and was brought into the resonance by gas drag, as seems likely (Lee and Peale, 2000). As Hyperion nears its final mass, which was probably considerably larger than its current mass because pieces clipped off Hyperion typically do not remain in the resonance and are not reaccreted, gas drag overwhelmingly selects the 3:2 MMR preventing migration to the 4:3 if the surface mass density decreases less rapidly than $r^{-3}$ (Lee and Peale, 2000).

In the SEMM model, Titan forms in the inner, dense disk in $10^4$-$10^5$ years and would likely be fully differentiated (Mosquera and Estrada, 2003a). Melting of ice occurs in Titan's interior if it forms in $\leq 10^6$ years even in the limit that there is no radiogenic heating and the satellite forms from small impactors that deposit their energy close to the surface (Barr et al., 2010), so that substantially more rapid formation implies differentiation. In the SEMM model, Titan is saved from loss due to inward type I migration by opening a gap in the very low viscosity disk, with the disk then removed due to nonviscous processes (e.g., photoevaporation) so that Titan is not lost by type II migration. Mosquera and Estrada form lapetus in their outer, low surface mass density disk, where it migrates inward by type I drift to the point where this torque vanishes because of the steep density gradient between the inner and outer disks. The ice-rich composition of lapetus is then ascribed to the preferential delivery of water to the outer disk by the ablation of differentiated holoceptic planetesimals, because objects passing through the low-density outer disk become hot enough to lose their ice but not their rock (Mosquera et al., 2010).

To account for the ice-rich compositions of the inner moons, Mosquera and Estrada (2003b) suggested that the inner Saturnian disk was initially too warm for ice and that early rocky embryos that formed there were lost as they spiraled into Saturn. Subsequently, as the disk cooled, the ice condensed to form ice-rich satellites about $10^5$ years after the end of Saturn's accretion when the disk gas surface density had decreased to $\sim 10^6$ g cm$^{-2}$. However, the survival of the inner moons would then require a very rapid removal of the inner gas disk just after they formed; otherwise, they too would be lost to gas drag in the order of a few $\times 10^5$ years (for Mimas) to $\sim 10^5$ years (for Rhea). Mosquera and Estrada (2003b) qualitatively discussed seven different reasons for why there might be no large satellites interior to Titan. Their preferred explanation is that the tidal torque from a fully formed Titan removed the inner disk before other large inner satellites could form, but how a tidal torque causes the inner material to flow rapidly inward is not explained. For a disk with no inflow, satellite growth would generally proceed more rapidly in the inner disk due to shorter orbital periods and a higher disk surface density, implying that if the inner disk contained a mass much larger than that in the current inner moons (and this is the case for the SEMM disk), satellites much larger than the current inner Saturnian moons would likely form before Titan formed.

An underlying assumption of the SEMM or any minimum mass model is that the satellites form after the planet has finished accreting gas, so that there is no inflow supply to the disk. However, the period of inflow to the disk is long (comparable to the lifetime of the nebula), while the timescale for solids orbiting in the disk to accrete into satellites is short. Thus, it seems more probable that Saturn's satellites formed throughout the lifetime of its disk as it was being supplied by an inflow, rather than waiting until after the inflow had ended, similar to the conditions advocated for the Jupiter system. The Canup-Ward model (2002, 2006, 2009), as well the simulations of Sasaki et al. (2010) and Ogihara and Ida (2012), adopt this premise.

Canup and Ward (2006) simulated the accretion of Saturn's satellites from an actively supplied disk with an N-body model as described in Section 10.17.4. Jovian-like systems with four or five similarly sized large satellites were the most common outcome in the Canup and Ward simulations. But depending on the stochastic timing of when the inflow ends relative to the oscillations of satellite growth and loss seen in Figure 1, other system structures were also produced. Figure 3 shows a simulation with $t_s = 30$ Or, $a_{\text{m}} = 0$, $a_{\text{f}} = 6 \times 10^{-5}$, and $a = 6 \times 10^{-8}$ that produced a Saturn-like system with one large satellite and numerous small satellites (Canup and Ward, 2006). Initially, four large satellites formed, but the inner three are lost to collision with the planet as the inflow wanes. After the last large inner satellite is lost, the final inflow delivers enough mass to produce Dione- and Rhea-sized satellites in the vacated inner region of the disk. During this period, the inflow rate is so slow that the ice stability line moves inward to a few Saturnian radii. When the inflow ends and the gas disk dissipates, a seven-satellite system remains with $M_4/M_5 = 8.1 \times 10^{-4}$ and the most massive satellite at $\sim 14.6R_S$ that contains 7% of the mass of the total satellite system mass. Its close orbital spacing to the satellite at $13.3R_S$ suggests a future collision may occur. There are two satellites bracketing the position of lapetus but with larger orbital eccentricities. The inner satellites in this simulation are sufficiently close together that collisions are likely with a reduction in the total number of satellites.

The Canup and Ward simulations were the first to show that a smooth disk could produce approximate analogs to Saturn's satellite system. However, systems with only one large satellite were not common, and they did not produce any systems in which one satellite contained >70% of the final satellite system mass. Although their calculations produced the small, ice-rich satellites inside Titan's orbit, they could not account for the large increase in the ice fraction of these satellites over the half rock/half ice content of the influx nor could they account for the nonmonotonic distribution of the rock-ice content of the inner satellites. This difficulty has motivated an alternative scenario described in the succeeding text that
produces nearly pure ice inner satellites as well as a nearly pure ice ring system.

Sasaki et al. (2010) simulated the accretion of satellites using a semianalytic, Monte Carlo model. This model closely reproduced the oscillations in the total satellite system mass seen in Figure 1. However, when considering the same conditions as Canup and Ward (an inflow that decayed exponentially with time and a planet without an inner cavity in its disk), they found the most common result was a Saturn-like system with a single large satellite. Oghihara and Ida (2012) performed N-body simulations of the conditions considered in Sasaki et al. and found Jupiter-like systems were the most common result for disks without inner cavities, similar to the Canup and Ward (2006) findings. All three works use the same expressions for the rate of type I migration and the quasi steady-state gas surface density. However, their treatment of the satellite growth rate differs. Sasaki et al. used a semianalytic procedure in which they use a satellite accretion timescale that is proportional to the local orbital period, leading to \( t_{\text{acc}} \propto r^{5/6} \) (their eqn [13]) and a longer growth timescale for outer satellites compared to inner ones. But in an inflow-supplied disk, the rate of satellite growth is controlled by the rate of delivery of material to the disk rather than by the local orbital period (Canup and Ward, 2002). For a uniform inflow per area, this leads to \( t_{\text{acc}} \propto 1/r^{2/5} \) (Canup and Ward, 2006) or \( t_{\text{acc}} \propto 1/r^2 \) (Oghihara and Ida, 2012), depending on how the width of a satellite’s feeding zone is defined. In both the Canup and Ward (2006) and Oghihara and Ida (2012) simulations, satellites in the outer disk thus have shorter growth timescales than those in the inner disk.

By imposing a slower accretion in the outer disk, the Sasaki et al. model would tend to artificially delay the growth of outer Titan-sized objects in time the it takes an inner Titan-sized object to migrate inward. This appears to have biased their results in favor of single satellite systems. Oghihara and Ida (2012) suggested that a radially nonuniform inflow, in particular one that is centrally concentrated, might be able to produce a similar result, though this has yet to be demonstrated.

Can the very ice-rich compositions of the inner moons be explained in the context of such models? Canup (2010) proposed that as the last of the large satellites was lost, tidal stripping from its outer layers created Saturn’s rings and ultimately the inner satellites out to Tethys. This scenario requires that this last satellite be differentiated as it crossed the Roche limit with the outer layer being nearly pure ice or an ice-covered ocean. This possibility is supported by Canup (2010) who notes that accretion should bring a Titan-like body near the melting point of ice even on the relatively long accretion time scale of \( 10^4 \) years expected under the waning influx of material to the disk. A sustained eccentricity \( \sim 2 \times 10^{-3} \) for \( h_2/Q \sim O(10^{-2}) \), which is a balance between excitation by perturbations of other satellites and damping by tidal dissipation in the satellite, would provide somewhat more than the latent heat of melting an ice shell in the \( \sim 10^4 \) years the satellite spends near the Roche limit before colliding with Saturn. This heat input plus that from accretion is not
unlikely to produce the needed differentiation into an ice water mantle over a rocky core.

When the satellite’s orbit decays within the Roche limit set by its mean density (located at ~1.75 Rs for a Titan-density satellite, where Rs is Saturn’s current mean radius), tidal distortion begins to remove material from its ice shell. The removal of ice causes the satellite’s mean density to increase until the remnant satellite is marginally stable. This continues until either the remnant collides with the planet or its higher-density rocky core disrupts. The Roche limit for rock is at \( a_{\text{Roche}} \approx 1.5 R_s \). Planet contraction models predict that the newly formed Saturn’s radius would have been between \( R_p = 1.5 R_s \) and \( R_p = 1.7 R_s \) (e.g., Fortney et al., 2007; Marley et al., 2007). For \( a_{\text{Roche}} \lesssim R_p \), the remnant satellite collides with the planet before its core disrupts, and tidal stripping produces a pure ice ring.

Canup (2010) used SPH to simulate a differentiated Titan-sized satellite as it spirals inward from its initial Roche limit. The total mass of ice produced via tidal stripping depends on the location of the planet’s surface. In the limit that \( a_{\text{Roche}} = R_p \), \(~10^{-3} \) g of ice is stripped into orbits exterior to the satellite (\(~10^5 \% \) of the original satellite’s mass), while if \( a_{\text{Roche}} < R_p \), less ice is produced before the remnant satellite hits the planet. As each ringlet of ice is stripped, strong shepherd torques from the remnant satellite rapidly repel it, driving exterior material into orbits beyond the Roche limit for ice in 10^7 years. Here, the stripped material accumulates in a pure ice moon whose final mass is \( m_s \simeq 10^{-3} \) g. Canup estimated that the location of synchronous orbit around a newly formed Saturn would be located at about 3Rs due to the slower rotation of the more distended planet, so that this ice moon eventually spirals inward due to planetary tides, but at a slower rate than the original satellite due to its smaller mass. For planetary tidal parameters \((k_2/Q_p)\) (with likely values \(~10^{-6} \leq k_2/Q_p \leq 10^{-5}\); e.g., Charnoz et al., 2009), the ice moon takes \(~10^7\) years \((5 \times 10^{-6}/(k_2/Q_p)) \) \[10^{-26} \text{ g} \text{m}^{-2}\] to decay within the ice Roche limit, where it disrupts into a massive ice ring. This timescale is long enough that the ring forms after the remnant satellite has collided with Saturn and when the circumplanetary gas disk has essentially dissipated. Mosqueira and Estrada (2011) claimed that such a ring would be destroyed by gas drag, because its surface density decreases with time (and with it, the ring’s lifetime against gas drag) as the ring spreads. But a ring formed at the very end of gas accretion can survive, because there is also a decrease in the gas surface density with time both before the ring forms and as the ring evolves due to the waning inflow, which they did not consider. However, their point is a good one for any rings formed by satellites that decayed within the Roche limit earlier in a planet’s gas accretion.

The Canup model implies an initial ring that is a factor of 20-500 times more massive than Saturn’s current rings. In contrast, prior ring origin models produce an initial ring comparable in mass to the current rings (Charnoz et al., 2009; Dones, 1991). Salmon et al. (2010) found that such dense rings can evolve to something resembling Saturn’s ring by viscous spreading after \( \Omega \times 10^6 \) years, but it is not clear how the ignored MMRs with the closest satellites such as Mimas would affect this evolution. As a ring viscously spreads, it spawns satellites from its outer edge (e.g., Charnoz et al., 2010), and Canup estimated that for such a massive ring, the first spawned satellite would have a mass comparable to that of Tethys, whereas Charnoz et al. (2010) found the first mass spawned to be comparable to Rhea’s mass. Spilled moons evolve outward due to first resonant interactions with the ring and then by tidal evolution, with the mass of spilled moons decreasing with time as the mass of the ring decreases due to viscous spreading (Charnoz et al., 2010, 2011). Mimas, Enceladus, and Tethys would be by-products of the formation of Saturn’s rings. However, the dynamics of such satellite orbit expansions have not been investigated (see succeeding text).

Extending this idea, Charnoz et al. (2011) proposed that all of the satellites interior to and including Rhea were spawned from an initial ring containing a few \( \times 10^{24} \) to few \( \times 10^{25} \) g. Dione and Rhea contain \(~10^{24} \) g in rock, much greater than the total rock in the inner moons \(~10^{23} \) g that could be delivered by external bombardment during the LHB (Canup, 2013). The Charnoz et al. (2011) model thus requires an initial ring with a substantial rock component. To leave the rings as essentially pure ice, they creatively suggested that the rock in the rings was initially in the form of large chunks that were able to open gaps in the ring and undergo type II migration. A direct simulation of a Rhea-sized chunk embedded in a ring is used to show that the chunk is expelled from the ring’s outer edge, where it would then form the core of a spawned satellite. It is, however, not clear why the ring’s rock would be contained in fragments many orders of magnitude larger than the accompanying ice particles, since the strength of rock and ice is similar and because ice and rock particles would likely form rock–ice aggregates of varying mean densities, nor whether a simulation that included a large number of rock chunks would be able to remove them all from the ring with nearly perfect efficiency. A second condition of the model is that Dione and Rhea evolve out to their current orbits through tides, which requires an extremely small tidal Q parameter for Saturn of Q<2000. It is generally believed that the Q is of order \( 10^8-10^9 \) for gas giants. Lainey et al. (2012) considered astrometric observations of Saturn’s satellites over the last century and found \( Q \sim 1700 \). This result is controversial, both because it implies a much different Q for Saturn than similar techniques predicted for Jupiter (Lainey et al., 2009) and because their data also showed Mimas migrating inward rapidly, whereas it should be migrating outward due to both tides and ring torques.

There are several important caveats to both the Canup (2010) and Charnoz et al. (2011) models. First, neither can produce the nonmonotonic distribution of satellite compositions without invoking ad hoc degrees of freedom. In Charnoz et al., a pure ice initial Tethys is proposed to result from stochastic variation in how rock is delivered from the initial ring. The Canup model implies an essentially pure ice initial Tethys but then requires additional processes to explain Enceladus’ rock content while avoiding the subsequent accretion of too much rock onto Tethys. Next, can the initial satellites accreted outside the Roche radius retreat far enough before the next one is spawned to allow the minimum spacing of the satellites, or is an additional sequence of mergers required? The simulations of Charnoz et al. (2011) show that typically more inner moons are formed than are currently in the system, although they utilize a simplified accretion model. Crida and
Charnoz (2012) used an analytic merger model and predicted a mass–distance distribution of satellites in good agreement with that seen at Saturn. However, their accretion model does not include gravitational interactions between the moons, including MMRs.

The most critical constraint comes from the limited tidal evolution of the current satellites. Slow differential expansion of the orbits will lead to a plethora of MMRs that will be encountered, and capture within will lead to eccentricity growth that will destabilize the system. That the tidal evolution of the system has been limited is implied by calculations of evolution of the Saturn system that brings Enceladus to the 2:1 MMR with Dione (Peale, unpublished). Reducing the satellite semimajor axes to start the integrations consistent with their mutual tidal evolution brings Tethys and Dione and, almost at the same epoch, Mimas and Enceladus inside 3:2 MMRs. The integrations had to start outside these resonances to avoid the certain captures therein, which implies that the evolution of the satellite system is limited over the 4.6 × 10^5-year history to start outside these resonances. There is no obvious means to escape from these resonances and the eccentricity growth therein leads to crossing orbits before the resonances become unstable. The implied lower bound on the average Q of Saturn exceeds 90 000, which is higher than that inferred from the proximity of Mimas to Saturn. The system configuration is such that Enceladus' semimajor axis must start outside 0.9832 its current value if the two 3:2 MMRs are to be avoided.

One way MMRs among the satellites spawned by the massive icy ring in the Canup and Charnoz et al. models can be traversed without capture is to note that the initial orbital expansion of these satellites as they interact with a massive ring will be very rapid compared to tidal evolution. If the orbit of the inner satellite expands the width of the MMR in a time less than the libration period of the resonance variable, capture can be avoided. It is possible that the inner moons (Mimas, Enceladus, and Tethys) achieved nearly their current positions through the ring interactions, and subsequent tidal evolution can be severely limited. But this possibility has not yet been demonstrated. In the Charnoz et al. (2011) model, Dione and Rhea become too distant to experience ring torques and they must migrate over vast distances at the much slower tidal rates. If 90 000 is the real lower limit on the historical tidal Q, such distant tidal migration is unlikely. If Q is much lower than this and the extensive migration could ensue, the capture of Dione and Rhea and the inner satellites into destabilizing MMRs is likely. Details of the orbital evolution of the satellites under the variety of possible constraints discussed have not been investigated.

The challenge of explaining the variation in densities among the mid-sized Saturnian satellites has motivated alternative origin scenarios that form these satellites as intact ejected clumps from large impacts. If the impacting objects are differentiated, such clumps can have compositions that vary significantly from those of the parent objects. Sekine and Genda (2012) considered the collision between a smaller satellite and a Titan-sized body as the latter migrated into the inner disk due to type I migration. Asphaug and Reuter (2013) proposed that an initial multiple moon system at Saturn was destabilized through mutual collisions that ultimately left only Titan and that the current mid-sized moons were clumps ejected from such collisions. Both works use SPH simulations to demonstrate that such collisions can produce large intact fragments having similar sizes and a wide range of rock fractions as observed among Saturn's mid-sized moons. However, both works face a common challenge: how to avoid having the clumps ejected from an impact reaccrete onto the target object. Ejecta are initially on crossing orbits with the target and would generally be rapidly reaccreted. If ejecta are in the form of small particles, then their mutual collision times can be shorter than the reaccretion timescale, and in this case, they can collisionally damp to a ring, which could potentially accrete into separate stable satellites. But this process would also seem likely to remix the compositions of the clumps and seems unlikely to yield multiple satellites with well-separated orbits as observed.

We conclude our discussion of Saturn with Iapetus, which presents a special problem in that its orbit is nearly circular, but inclined by about 7.49° relative to the local Laplacian plane. The latter inclination would imply a capture origin, but because eccentricity damping due to the tidal dissipation in Iapetus is very weak, a capture origin is inconsistent with its current small orbital eccentricity (e = 0.0283). The Laplacian plane is that plane on which a satellite's orbit precesses at nearly a constant rate with nearly a constant orbital inclination. The Laplacian plane nearly coincides with the equatorial plane for close satellites due to torque from the planetary oblateness, but it coincides nearly with the planet's orbital plane for distant satellites due to the solar torque. An extensive debris disk settling to this plane would therefore be warped as the local Laplacian plane changed from equatorial plane to orbital plane with distance from the planet (e.g., Ward, 1981). The regular satellites accumulated from debris disks at distances where the oblateness of the planet dominated the location of the Laplacian plane. But at Iapetus' distance from Saturn, the local Laplacian plane is inclined by 15° to Saturn's equator, where the ascending nodes on the orbital plane of Saturn's equator (obliquity = 26.7°) and the Laplacian plane coincide. Can Iapetus have accumulated in the debris disk as implied by its small orbital eccentricity yet be inclined to the local Laplacian plane by 7.49° today?

Ward (1981) offered a tidy affirmative answer by pointing out that the debris disk itself contributes to the precession of objects within it. The Laplacian plane thereby would have a lower inclination to Saturn's equatorial plane at the time the disk was present, and Iapetus could have accreted there as assumed in the previously mentioned discussion. Iapetus' orbital plane precesses with a current period of about 3000 years (Ward, 1981), and this period would have been shorter when the disk was present. If the disk could be dispersed on a timescale short compared to the orbit precession period at the time, the Laplacian plane would rotate toward its current position and leave Iapetus with its observed low eccentricity and 7.49° orbital inclination. The short dispersal time necessary, O(100) years, is not consistent with accretion times of the satellites of order 10^5–10^6 years in the theories discussed in the preceding text or for allowing sufficient time for rocky satellites to spiral into Saturn in the inner disk, leading to the formation of icy satellites there. Viscous dissipation of the disk on this short timescale requires values of x = O(1) (Ward, 1981), which is implausible. Because of the difficulties imposed by such rapid disk dispersal, the anomalous orbit of
Iapetus is still a puzzle. A capture origin seems unlikely, because sufficient gas drag to circularize the orbit would also have damped the inclination to the local Laplacian plane.

Although the structure of the circumplanetary disk is still poorly constrained and there are uncertainties about the nature of the solid content in the gas inflow, the Canup-Ward model is perhaps a first step toward an understanding of the origin of Saturn's satellite system, since a system with no large satellite interior to Titan appears attainable. The loss of large inner satellites to type I migration provides a means to produce a pure ice initial ring and ice-rich inner satellites. The loss of silicate embryos while the nebula was too warm to allow water ice condensation followed by cooling to allow the remnant ice to accrete onto the small satellites is an attractive alternative (Mosqueira and Estrada, 2003a,b). But there have been no detailed disk evolution models to show that the sequence of events needed for this scenario can occur. Explaining the distribution of densities in the inner satellites remains a challenge, and current ideas ultimately depend on stochastic events, which are difficult to model with great confidence due to inherent uncertainties in the relevant processes. We are much closer to understanding the details of the origin of Jupiter's satellites than we are to understanding the origin of the Saturn system.

10.17.6 Uranus System

The Uranus system of satellites is Jupiter-like in the sense that it contains a few large satellites with $M_\text{Sat}/M_\text{U}\sim 1 \times 10^{-4}$ ($M_\text{U}$ is the total mass of the satellites). All the satellites out to Oberon with the exception of Miranda have nearly equatorial orbits with densities--radii of the major satellites Miranda, Ariel, Umbriel, Titania, and Oberon of 1.2/236, 1.7/579, 1.4/565, 1.7/789, and 1.6/761 (g cm$^{-3}$ km$^{-1}$), respectively. Inside Miranda's orbit are 13 small satellites that are the most densely packed in the solar system and are thereby unstable and experience relatively frequent collisions (French and Showalter, 2012). Thirteen remnant rings in the inner system are testimony to the frequent destruction and reassembly of the satellites in the inner system. The Canup-Ward (2006) model can produce a Uranus-like system of the major satellites, where the lower rate of inflow and cooler disk temperatures about the larger mass planet produce satellites with a mixture of rock and ice that is consistent with the densities. However, these authors note the difficulty of moving the disk material from heliocentric orbit to the equatorial plane of Uranus when the obliquity of Uranus is $98^\circ$. On the other hand, if the Uranus obliquity were small when the satellites formed and only later tipped over by an adiabatic process, the Canup-Ward model would be immediately applicable. But with more certainty than the Saturn case, Uranus will not open a gap in the solar nebula, and the influx may have a different distribution over the disk than that appropriate for Jupiter. So, the Canup-Ward model may have to be modified.

Accounting for the maintenance of a coplanar, equatorial system of satellites about Uranus as the planet gains its large obliquity is the major obstacle to understanding their origin. An adiabatic scheme for tilting Uranus, where equatorial orbits would be maintained by adiabatic invariance (e.g., Goldreich, 1985), requires a resonance between the precession rates of the spin axis about the orbit normal and the precession of the orbit about its local Laplacian plane. This requires the spin precession rate to be increased drastically from its current value. Boué and Laskar (2010) accomplished this by assuming that Uranus originally had a massive satellite with an orbital radius of about 0.01 AU. However, Morbidelli et al. (2012) pointed out that the Laplacian plane for such a satellite is close to Uranus' orbital plane and this satellite orbit would not follow the equator as the Uranus obliquity increased. Because of its large mass, this satellite would also hinder at least Oberon and Titania from doing so. Morbidelli et al. concluded that a sudden tilting of Uranus with a giant impact is the only remaining viable means of accounting for the large obliquity, a scheme which had been proposed before (e.g., Slattery et al., 1992).

The most viable timing of the impact is after the planet has completed its gas accretion and thereby already possessed a satellite system. The impact would likely disrupt this system into crossing orbits where collisions would disintegrate the satellites into a debris disk. The latter scenario was verified numerically by Morbidelli et al. (2012), so these authors consider the evolution of a protosatellite disk after the massive collision that tilts Uranus modeled as gravitationally interacting concentric rings. After the tilt, the disk is still in the former equatorial plane, but Uranus' new equatorial plane corresponds to the new $98^\circ$ obliquity. The rotational oblateness of Uranus, parameterized by the gravitational harmonic coefficient $I_2$, causes differential precession of the ascending nodes of the disk rings (or of particles in the disk) so the disk becomes a thick torus spanning the equatorial plane. Collisions within the torus damp the ring to the new equatorial plane, where the new disk can accrete into equatorial satellites. However, the $I_2$ effect competes with the self-gravity of the disk, where the latter dominates for those portions of the disk that are further from Uranus and cause the disk to precess as a unit while maintaining its original inclination to the equatorial plane. Such dominance of self-gravity of the particles was first realized for the epsilon ring of Uranus, where the periapse longitudes precess together maintaining the ring coherence (Goldreich and Tremaine, 1979).

If the current value of $I_2$ is assumed, the nodes are randomized by differential precession only slightly beyond Miranda's orbit near 0.001 AU. Beyond Miranda's distance, the inclined ring would lead to satellites highly inclined to the equatorial plane. But existing simulations indicate that the impact should create an equatorial disk near 0.01-0.03 AU, extending out to 3 AU, where $R_\text{U}$ is Uranus' radius (Slattery et al., 1992). This equatorial ring enhances $I_2$ sufficiently to extend the randomization of the node longitudes of the rings comprising the disk out beyond Oberon's orbital distance. The mutual collisions damp the disk down to the equatorial plane where the equatorial satellites can be formed. But if the tilt to the current obliquity is from $0^\circ$ to $98^\circ$ with the single impact, the satellite orbits will be equatorial but retrograde! On the other hand, if Uranus had a preimpact obliquity greater than $30^\circ$, the probability of prograde orbits exceeds 40% (Morbidelli et al., 2012). This complicates the scenario somewhat as it requires Uranus to have had at least two giant impacts, but such impacts near the end of planetary accretion are thought to have been common (Morbidelli et al., 2012). The equatorial disk formed from the impact probably could
not contribute significantly to the major satellites as they are too far away, but contribution to the small inner satellites is possible.

In contrast to the opinion expressed in Section 10.17.4 against starting with a pristine disk for the formation of the regular satellites of Jupiter, here is an example of the creation of a disk around a giant planet from which the satellites containing about $10^{-13}$ of the Uranus mass could be formed. If the solar nebula had already been removed at the time of impact, there would be no further accretion onto the disk after the disk was formed. If the debris disk from the collisional breakup of the original satellites contained little gas, loss of solids from gas drag would be eliminated, and the total satellite mass would then be $M_v = 3\times 10^{-8} M_J$ appropriate for the Canup–Ward model of the original accretion.

An alternative to this scheme has been proposed by Crida and Charnoz (2012). Here, the satellites are created from a massive disk mostly inside the Roche radius that was created at the time of the giant impact that tilted Uranus. The satellites are created one by one just outside the Roche radius as the disk spreads viscously, and they migrate away from the disk from disk torques initially and eventually through tidal expansion of the orbits. This idea has the appealing features that only a single impact is necessary to create a system that will be equatorial and prograde. However, the details of its execution pose some severe problems. First, there most likely would have been an accretion disk about Uranus as it was being formed, and satellites would have formed in this disk. Since Uranus must have been mostly completely formed at the time of the impact, it must have had a preexisting satellite system in its equatorial plane as assumed by Morbidelli et al. (2012). This preexisting system is assumed not to exist in the Crida and Charnoz scheme. Next, the disk formed by the impact is inside about $3R_U$ so that Oberon must be moved from this distance to almost $23R_U$ if it is spawned from the ring. Even if the tidal dissipation function $Q$ for Uranus were sufficiently small to accomplish this feat over the age of the solar system, Titania, more massive than Oberon and at a smaller orbital distance, would have moved out more rapidly. Finally, the disk produced by a Uranus-tilting impact would initially be vapor, which would evolve differently than a disk of solid particles as considered by Crida and Charnoz. It is difficult to see how the Crida–Charnoz scheme could be the origin of the Uranian satellites.

The Slattery (1992) simulation of the giant impact contained only 500 particles in the proto-Uranus and 3000 particles in a 2MRp impactor. Rather substantial changes in the outcome resulted from SPH calculations of the lunar-forming impact on the Earth as the resolution was increased substantially above that of earlier calculations (Canup, 2004b), so it is important to do simulations of the Uranus impact with the highest resolutions currently practical to see if conditions assumed (e.g., the mass and extent of the equatorial disk generated by the impact) in the successful scheme for forming the prograde, equatorial satellites by Morbidelli et al. actually prevail.

### 10.17.7 Neptune System

A plausible theory has emerged for the current configuration and content of the Neptune system of satellites. Here, the task is simpler than for the other gas planet systems, because Triton's destruction of the original system during its capture has erased all concern for accretion disks, gaps, solar nebula interactions, etc. The dominant characteristic of the Neptune satellite system is the existence of the large satellite Triton (NI) ($R = 1353$ km), in a close ($r = 14.3R_N$, $v_c = 24766$ km) circular, retrograde orbit (obliquity $156.8^\circ$). The remaining regular satellites are prograde. Neptune also has relatively few known satellites compared with the other major planets, and all but two of these, Triton and Nereid (NT), were unknown until the Voyager spacecraft observations (Smith et al., 1989) and subsequent ground-based discoveries (Holman et al., 2004). Nereid's orbital eccentricity of 0.75 brings it no closer than about $1.4 \times 10^6$ km from Neptune's center because of its extremely large semimajor axis of $5.51 \times 10^7$ km ($222.6R_N$) - well outside Triton's distance.

The massive satellite Triton is blamed for most of the features of this unusual system. The retrograde orbit means that Triton was almost certainly captured intact from heliocentric orbit. It has been proposed that Triton was captured in a three-body exchange where Pluto was expelled from orbit around Neptune (Farinella et al., 1980), that it was captured by gas drag (McKinnon, 1984; McKinnon and Leith, 1999), or that it collided with a satellite already in orbit about Neptune with a mass a few percent of Triton's mass (Goldreich et al., 1989). The first hypothesis suffers from the likely multiple subsequent close encounters of the ejected Pluto with Neptune and essentially no means of leaving Pluto in the currently stable 3:2 MMR with Neptune, whereas the second has low probability. A collision would have been sufficient to capture Triton into a very eccentric orbit extending a significant fraction toward the Hill sphere boundary at $r_h \approx (M_N/3M_S)^{1/3}a_N \approx 4.5 \times 10^3 R_N$ ($\alpha_{hc} = $ heliocentric distance) while not destroying it.

An alternative method of capture of Triton involving the disruption of a binary KBO with characteristics similar to the Pluto–Charon binary pair has been proposed (Agnor and Hamilton, 2004, 2006). Binary systems among the small bodies in the solar system appear to be ubiquitous with ~16% of near-Earth asteroids (Margot et al., 2002), ~26% of main belt asteroids (Merline et al., 2002), and ~11% of KBOs (Stephens and Noll, 2006) having companions. The fraction of small bodies in binary pairs is probably larger than these such that binary–planet encounters are likely. When a binary pair comes sufficiently close to a planet such that the Hill sphere of the pair in the planetary gravitational field is smaller than their separation, they become tidally bound. Depending on the phase of the relative motion in the binary and the inclination of the orbital plane with that of the encounter trajectory, one of the planetesimals can be left in bound orbit about the planet while the other escapes. A simulation with binary pair masses $m_1 = m_2 = 0.1 m_1$ separated by $20R_N$ in circular orbit, where $m_1$ is the mass of Triton and $R_1$ is the radius of $m_1$, closest approach distance $8R_N$ well inside the tidal disruption radius $r_{tr} = 26R_N$ ($R_N = $ Neptunian radius), resulted in 95% of the binaries being disrupted for $0 < v_{\infty} < 2.0$ km s$^{-1}$, ~50% of the encounters resulting in capture of either $m_1$ or $m_2$ for $v_{\infty} < 2.0$ km s$^{-1}$, and ~50% of the encounters resulting in capture of $m_2$ for $0.35 < v_{\infty} < 1.55$ km s$^{-1}$. For the latter velocity interval, capture of $m_1$ is still possible but rare.

Although either collisional capture (Goldreich et al., 1989) or binary exchange capture (Agnor and Hamilton, 2004, 2006)
can yield reasonable orbits that can damp to the observed retrograde circular orbit observed today, Agnor and Hamilton show that with at least 11% of KBOs being binary systems, capture by collision has negligibly small probability compared with the binary exchange capture. If the original satellite system of Neptune were similar to that of Uranus, collision of Triton with any satellites this large would have destroyed it, making the currently inclined orbit of a recolliding Triton impossible (Cuk and Gladman, 2005). So, it is almost certain that Triton was captured gently without such a risk, although a collisional capture remains an improbable possibility. Noguerola et al. (2011) verified the arguments for the capture of Triton by the disruption of a binary KBO, and Vokrouhlicky et al. (2008) argued that the capture must have occurred early in solar system history in the context of the Nice model of this history (Gomes et al., 2005; Morbidelli et al., 2005; Tsiganis et al., 2005).

The properties of a prograde satellite system that likely existed around Neptune prior to Triton’s capture are of course unknown. An original satellite system like that of Uranus extending from about $5R_N$ to beyond $20R_N$ would have been perturbed into crossing orbits, and the satellite system would be thereby destroyed. During the times when Triton’s periastron was inside $20R_N$, energy would be removed from Triton’s orbit impulsively at each passage through the disk of material leading to circularization times of $10^5-10^6$ years while Triton cleared most of the material from the disk outside of about $5R_N$ (Cuk and Gladman, 2005).

If interactions with such a disk were not sufficient to circularize Triton’s orbit, subsequent tidal dissipation would suffice. **With** $k_2 = k_3 = 0.1$ and $Q_V = 100$, Goldreich et al. (1989) found that an initial Triton orbit with semimajor axis $a_T \approx 10^6 R_N$ would damp to nearly its circular orbit with $a_T \approx 14.3 R_N$ from tidal dissipation in Triton in about $4.5 \times 10^6$ years – comfortably shorter than the age of the solar system. However, the large amount of dissipation probably melted a significant fraction of the satellite, which drastically hastens tidal evolution (McKinnon et al., 1995; Shook and McKinnon, 1993). The Love number $k_2$ would then be $O(1)$ (closer to that of a fluid sphere) instead of $O(0.1)$ and $Q_V \sim O(10)$ instead of $O(100)$, leading to a factor of $\sim 100$ shorter eccentricity decay timescales.

We can estimate the time required to damp Triton’s eccentricity ($e_T$) with the following procedure. During the damping of Triton’s eccentricity, it probably existed in an asymptotic rotational state defined by the zero of the averaged tidal torque given, for example, by eqn (B.27) in Appendix B. We determine $de_T/dt$ from eqn (B.27), where we assume $\gamma$ is the asymptotic value given as a function of $e$ by the zero of the third component of eqn (B.17). If we also assume that the periastron position is maintained at Triton’s current distance, then the semimajor axis can be represented as $a_T/(1-e)$ where $a_T$ is the current value. With these assumptions, the time to decrease Triton’s eccentricity from 0.9 to 0.01 is $3.3 \times 10^6$ Q/V years. The tides raised on Neptune by Triton will have a negligible effect (Banfield and Murray, 1992; Goldreich and Soter, 1966). With the Goldreich et al. choices of $k_2$ and $Q_V$, the time to damp Triton’s eccentricity is $3.3 \times 10^6$ years, which is the several hundred million years damping time found by Goldreich et al. With the more likely value of $k_2/Q_V$, this time is only $3.3 \times 10^5$ years.

But tidal dissipation may have been less efficient in the circularization of Triton’s original eccentric orbit than inferred by Goldreich et al. because solar perturbations cause periodic increases in periastron distances (Benner and McKinnon, 1995). The Goldreich et al. analysis ignored these Kozai oscillations in eccentricity (see Section 10.17.9), which would have occurred if the original maximum orbital inclination was comparable to the current one. These 1000-year variations in $e_T$ cause the mean periastron distance to be much larger than that obtained by Goldreich et al. with the consequence that the tidal damping time, with the same values of $Q_V$ and $k_2$, and expression for dissipation used by Goldreich et al. would yield a timescale of 3.5 Gyr for the eccentricity reduction (Cuk and Gladman, 2005). Reducing this number to 35 Myr with the more likely values of $Q_V$ and $k_2$ in the preceding text still makes the tides adequate.

Consistent with the capture scenario and subsequent melting, Triton was found to have a young and active surface. The observed, currently active plumes are almost certainly solar-driven (Smith et al., 1989), but the geologically young volcanic plains and canalaoupe terrain are clearly endogenic, where such surface modification may be ongoing (Shenk and Jackson, 1993; Stern and McKinnon, 2000). Triton’s density is about $2 g \text{ cm}^{-3}$, which indicates some ice content. Triton’s original constituents were obtained directly from the solar nebula at its location of formation, but there may be significant contamination with debris from the original satellite system. The volatile content was probably reduced during the rather extreme tidal heating during the eccentricity damping, although some $N_2$ was retained from the early dense atmosphere and most of the water is still there (Lunine and Nolan, 1992). Triton and Pluto are similar in size and density, but Pluto may have lost a lot of volatiles from the impact that created Charon (see Section 10.17.8), and one cannot infer that this loss is the same as that from Triton. The current density does not constrain the place in the solar nebula where Triton may have been formed. But an initial composition similar to that of Halley’s comet is consistent with observations of the surface ices, where the severe reduction of CO relative to $N_2$ and CO$_2$ can be understood by hydrothermal processing resulting from the tidal heating (Shock and McKinnon, 1993).

While Triton’s orbit was extended, any regular satellites inside about $5R_N$ would also have been disrupted and destroyed from the periodic dips of the periastron inside $5-8R_N$ depending on the initial semimajor axis. They are likely to have been several satellites inside the periastron distance of Triton in comparison with the regular systems of the other major planets. Orbit eccentricities would have been limited to maximum values near 0.3, since the rate of decrease of the eccentricity by tidal dissipation within the satellite exceeds Triton’s ability to increase it for larger values (Banfield and Murray, 1992). Two satellites with semimajor axes of $3R_N$ and $5R_N$ would have overlapping orbits that would persist in overlapping for times at least of the order of the eccentricity damping time of $10^5-10^6$ years. A collision between any of Neptune’s current inner satellites with its neighbor would lead to their mutual destruction. This follows from the relation (Stevenson et al., 1986)

\[
\frac{1}{2} m v_i^2 \sim m s + \frac{3}{5} G m^2 \frac{v_i^2}{r} 
\]
where $m_i$ and $m_s$ are the masses of the impactor and satellite, respectively; $v_i$ is the relative velocity at impact; $R_s$ is the satellite radius; $S \sim 10^8$ erg g$^{-1}$ is the material binding energy, and $\gamma \sim 0.1$ is a factor introduced to account for the inelasticity of converting the impact kinetic energy into kinetic energy of the fragments. The impactor kinetic energy must exceed the energy stored in material strength plus the self-gravitational energy by a sufficient amount to break up the body. From eqn [14] and eccentricities of 0.3, Naiad (NII) could destroy all of the small satellites except Proteus (NVIII), and any of the satellites IV to VII could destroy Proteus. This implies that the current system consisting of Triton (and possibly Earth) could not have existed prior to Triton’s orbit circularization (Banfield and Murray, 1992). The debris from the first generation of satellites would settle into the equatorial plane in circular orbits and recollect into a second generation of inner satellites with nearly circular orbits and zero inclinations, where all memory of Triton’s perturbations would be thereby lost. Had any of these inner satellites survived destruction, their orbits would have been left inclined to Neptune’s equatorial plane. The lack of such inclined orbits among the inner satellites must mean that there are no survivors among those early inner satellites.

The inner satellites observed today are not those formed after the circularization of Triton’s orbit. The flux of comets through the system would have destroyed all of the current inner satellites except for Proteus (1989N1) over the lifetime of the solar system (Colwell and Esposito, 1992; Smith et al., 1989). The debris from such a destructive collision would settle to the equatorial plane where the satellites can reaccrete. The rings of small particles are likely to be remnants of these collisional breakups. Any distant irregular satellites of Neptune (Holman et al., 2004) would also have their orbits perturbed drastically by Triton if they were captured before or during Triton’s capture and orbital decay and their numbers depleted (Čuk and Gladman, 2005).

### 10.17.8 Pluto System

Pluto and its large satellite Charon orbit about their center of mass with a period of 6.3872273(3) days at a separation of 19.773(2) km with zero eccentricity (Buie et al., 2012a). (The numbers in parentheses denote the 1σ uncertainty in the last digit.) The rotation of both bodies is synchronous with the orbital motion, which makes this system the only one in the solar system known to have reached the end point of tidal evolution. Like the Earth–Moon system, the Pluto system has a high specific angular momentum that favors the formation of Charon by a large oblique impact (McKinnon, 1984; 1989; Stern et al., 1997). Canup (2005) had performed SPH simulations of impacts on the Pluto precursor with impactor mass a significant fraction of the target mass with a variety of compositions and differentiation states. The most probable outcome of a simulation that is successful in placing a sufficient amount of mass in orbit outside the Roche distance is for Charon to be launched as an almost intact satellite in a highly eccentric orbit. In these examples, the impactor is undifferentiated and Charon is composed almost entirely of material from the impactor, which results from its being sheared off in the oblique impact. Some of the discussion of the giant impact creating the Moon in Section 10.17.2 is applicable to Pluto–Charon, but the impact associated with the latter involves much less energy. There is little heating of Charon, little water ice is vaporized, but there is probably sufficient energy deposited in Pluto at impact coupled with radiogenic heat to cause its differentiation (Canup, 2005). An impact thus appears a quite natural mechanism to produce Charon, assuming that large collisions were probable in the early Kuiper Belt. However, the impact does not, as it turns out, provide a straightforward explanation for Pluto’s tiny satellites discovered in recent years. These objects present a current puzzle, which we describe in some detail later in the text. The gravitational collapse scenario pointed out earlier in the text for widely spaced, massive Kuiper Belt binaries probably is not applicable to the Pluto system because of the difficulty of assembling a sufficient amount of mass into a gravitationally unstable swarm (Nesvorny et al., 2010).

Pluto has four known additional satellites in nearly circular orbits that are nearly coplanar with the orbit of Charon. The first two discovered (Weaver et al., 2006) are named Nix and Hydra. Best-fit Kepler orbits by Buie et al. (2012b) yield periods, semi-major axes, and eccentricities of 24.8549(4) d, 38.20163(7) d, 48.831(25) km, 64.736(11) km; and 0.0023(19), 0.0058(15), respectively. Pluto’s fourth satellite, S/2011 (134340) 1, also known as P4, was discovered on 28 June 2011 (Showalter et al., 2011). The satellite was found in archival images, where the long time span allowed the determination of the following Kepler orbital parameters (Buie et al., 2012b): period = 32.1866(22) d, semimajor axis = 57.890(120) km, and eccentricity = 0.0045(11). The fifth satellite, S/2012 (134340) 1, also known as P5, was discovered on 14 separate sets of images from the Wide Field Camera on the Hubble Space Telescope on June 26, 27, and 29 and July 7 and 9 (Showalter et al., 2012). P4 is about 1/10 as bright as Nix, and P5 is about 1/2 as bright as P4. The orbital period of P5 is 20.2 ± 0.1 days with orbital semimajor axis near 42,000 km. All of the orbital planes are within ±0.15° of Charon’s orbital plane. With the orbital period of Charon at 6.3872273 days, the ratio of the orbital periods of each of the satellites to that of Charon is 3.16 (P5), 3.39 (Nix), 5.03 (P4), and 5.98 (Hydra) reasonably close to 3:1, 4:1, 5:1, and 6:1, respectively. The parameters of the Pluto system are summarized in Table 1.

Although the orbital periods of Charon, Nix, and Hydra are nearly in the ratios 1:4:6, no resonance variables are likely to be librating at the present time (Lee and Peale, 2006). The small satellites orbit about the center of mass of Pluto and Charon, and that position from the orbit-fitting procedure gives a Charon–Pluto mass ratio of 0.1168(35). Pluto’s radius from the mutual event light curves is 1164(22.9) km (Young and Binzel, 1994) and Charon’s radius from a stellar occultation is 603.6(1.4) km (Sicardy et al., 2006). With the masses determined by Buie et al., these radii yield densities of 2.03(0.06) and 1.65(0.08) g cm$^{-3}$ for Pluto and Charon, respectively. The physical parameters of Pluto and Charon are consistent with the results of the giant impact origin of the system (Canup, 2005). Lee and Peale (2006) showed that the orbital motions of Nix and Hydra are markedly non-Keplerian because of the large Charon–Pluto mass ratio. As the masses of the new satellites are increased within the range allowed by the uncertainty in the albedos, the close proximity of the 3:2 MMR between Nix and Hydra causes increasing fluctuations in the
Table 1  Pluto system

<table>
<thead>
<tr>
<th></th>
<th>Mass ($g$)</th>
<th>Radius (km)</th>
<th>Rotation period (days)</th>
<th>Orbital period (days)</th>
<th>a (km)</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pluto</td>
<td>$1.302 \times 10^{25}$</td>
<td>1151</td>
<td>6.38723</td>
<td>6.38723</td>
<td>1573</td>
<td>$17.0 \pm 0.3$</td>
</tr>
<tr>
<td>Charon</td>
<td>$0.1165m_p$</td>
<td>603.6</td>
<td>6.38723</td>
<td>6.38723</td>
<td>20.2</td>
<td>42.000 = 36.56</td>
</tr>
<tr>
<td>P5</td>
<td>$\approx 5$-14$^a$</td>
<td>$\approx 5$-14</td>
<td>$\approx 5$-14</td>
<td>$\approx 5$-14</td>
<td>24.655</td>
<td>48.831 = 42.94</td>
</tr>
<tr>
<td>Nix</td>
<td>$O(3 \times 10^{-5})m_p$</td>
<td>23-66$^a$</td>
<td>23-66$^a$</td>
<td>23-66$^a$</td>
<td>32.2</td>
<td>57.890 = 50.39</td>
</tr>
<tr>
<td>P4</td>
<td>$\approx 7$-20$^a$</td>
<td>$\approx 7$-20</td>
<td>$\approx 7$-20</td>
<td>$\approx 7$-20</td>
<td>38.202</td>
<td>64.736 = 56.22</td>
</tr>
<tr>
<td>Hydra</td>
<td>$O(6 \times 10^{-5})m_p$</td>
<td>30-84$^a$</td>
<td>30-84$^a$</td>
<td>30-84$^a$</td>
<td>$\approx$</td>
<td>$\approx$</td>
</tr>
</tbody>
</table>

$^a$ Assumed albedo range (0.04-0.36).
$^b$ The stability of P4 places upper limits on the masses of Nix and Hydra that are about an order of magnitude less than these estimates from astrometry (Youdin et al. 2012).

eccentricities. Although the maximum masses allowed within these constraints allow possible libration of the 3:2 resonance variable involving the periastron longitude of Hydra, these maximum masses are probably already ruled out because they would also excite Charon’s eccentricity beyond the current observational uncertainties (see Buie et al. 2012a). A dynamic fit to a sufficiently dense set of observational data will yield constraints on the masses of Nix and Hydra (Lee and Peale, 2006). The fact that Nix, Hydra, P4, and P5 are in orbits coplanar with Charon’s orbit is consistent with their being accreted in a dissipative disk of much smaller particles.

One way to create such a disk is from the debris left over from the giant impact that trapped Charon into its orbit about Pluto. However, Nix and Hydra reside at ~42 and 56 Pluto radii (Re) from the Pluto–Charon center of mass, and debris from the impact will not extend out to these distances (Canup, 2004a, 2005, 2011). A disk extending beyond the location of the 6:1 mean motion commensurability with the initially close orbit of Charon is likely formed from partially differentiated impactor and target although usually not from impacts of homogenous bodies (Canup, 2011). If the small satellites accreted from this disk of material, an appealing hypothesis for transporting Nix and Hydra, and presumably P4 and P5 discovered later, was investigated by Ward and Canup (2006).

Charon’s orbit must expand from its initial size in the process of reaching the current state of completed tidal evolution of the dual synchronous rotation (Cheng et al., 2014). One can infer from the closeness of Nix and Hydra to the 4:1 and 6:1 mean motion commensurabilities with Charon that the satellites may have occupied a MMR at each commensurability. Being so trapped would mean they could be pushed out ahead of Charon as Charon’s orbit tidally expanded. But the resonance must be chosen with care for this to happen.

There are a number of resonances that can be occupied at the 4:1 and 6:1 mean motion commensurabilities characterized by the angular arguments of terms in the expansion of the perturbing potential

$$\phi_{ml} = (m+1)\lambda - \lambda_C - (m-1)\omega - \omega_C$$  [15]

where $\lambda$ and $\lambda_C$ are the mean longitudes of the satellite and Charon and $\omega$ and $\omega_C$ are the longitudes of periastron. The angle $\phi_{ml}$ is written for mth-order resonances of the form $m+1:1$ with $m = 3$ for Nix and $m = 5$ for Hydra. The terms in the expansion of the perturbing potential are represented by $\Phi_{ml} (a, q, e, e_C) \cos \phi_{ml}$ where terms involving orbital inclinations are ignored and where $\Phi_{ml} \sim e^{m+1}$. The only resonances at the $m+1:1$ mean motion commensurability that can preserve the satellites during Charon’s orbital expansion are for $m = 1$ involving only the eccentricity of Charon’s orbit in the coefficient $e_{ml}$. This follows from the fact that all those resonances involving $e$ and hence $\omega$ lead to steady growth in $e$ as the orbits expand with eventual instability. The resonance involving only the eccentricity and longitude of periastron of Charon is called a corotation resonance, since the satellite orbits at the same angular velocity as the resonant potential in the expansion of the perturbing potential due to Charon, the so-called pattern speed. In resonances of this type, there are forced eccentricities for Nix and Hydra whose magnitudes vanish with $e_C$, but these do not lead to crossing orbits or other unstable configurations. The stability of a corotation resonance vanishes as $e_C \rightarrow 0$.

Inspection of eqn [B.22] in Appendix B and the local text show that tides raised on Pluto can generally either increase or decrease the orbital eccentricity $e$ depending on the values of both rotation rate $\psi_P$ and $e$ but that tides on Charon always decrease the eccentricity, since Charon’s angular velocity $\psi_C$ will always be near the mean orbital motion $n$. For relatively larger values of $\psi_P$, there is a competition between tides on Pluto trying to increase $e$ and those on Charon trying to decrease $e$. (Cheng 2011) and Cheng et al. (2014) had shown that with a judicious choice of the ratio of the rate of dissipation in Charon to that in Pluto, it is possible to keep Charon’s $e$ nearly constant near its initial value throughout the tidal evolution from its close proximity to Pluto to its current separation in dual synchronous rotation. Thereby, the condition for maintaining Nix and Hydra in the 4:1 and 6:1 corotation resonances with Charon during the expansion of the latter’s orbit can be satisfied, but that is not the end of the story.

There are two difficulties with the Ward and Canup hypothesis. First, in an investigation to test the migration hypothesis for Nix and Hydra, where the two small satellites are initially placed outside the 4:1 and 6:1 commensurabilities and Charon’s orbit is tidally expanded, there were no captures into either corotation resonance by itself in thousands of trials (Cheng, 2011; Cheng, Lee and Peale 2014a)). Next, by carefully placing one of the satellites into a corotation resonance, it was possible to transport it to its current position. But the parameter space that permitted the migration of one satellite to a corotation resonance does not overlap with that permitted the other to be so transported (Lithwick and Wu, 2008). It is not possible to transport both Nix and Hydra within corotation resonances. A possible alternative was found by Cheng (2011) where in many cases, a test particle was trapped into more than one resonance at the 5:1, 6:1, 7:1, and 8:1 commensurabilities during thousands of trials with the
gravitational coefficient $J_2=0$ for Pluto. Interestingly, when caught in the multiple resonances at a given commensurability, the evolution proceeded to the final state without $e$ growing to instability. All the resonance variables stopped librating at the end of the evolution, but the test particle was often left with a significant eccentricity. There was one example where all of the resonance variables librated about 0° with Charon’s and the test particle’s orbit aligned that proceeded to the current configuration for Hydra near the 6:1 commensurability with both eccentricities damping to zero. There was no example of stable transport in multiresonances at the 4:1 commensurability.

Unfortunately, this mechanism for transporting Nix and Hydra in multiple MMRs has a fatal flaw. A condition for occupying several resonances at a mean motion commensurability is that the orbits be aligned or antialigned with $(\dot{a}_C, \dot{\omega})$. This was possible in the examples because $J_2=0$ was assumed. But the rapidly rotating Pluto, softened by the impact, will have a large hydrostatic $J_2$ (initially >0.1) leading to $\sigma_C \gg \sigma$. The conditions for multiresonance transport of the small satellites will not prevail.

Lithwick and Wu (private communication) successfully transported Nix and Hydra in three-body resonances (with $J_2=0$) that were so delicate that their assembly is very unlikely by natural processes and the presence of P4 and P5 and the finite value of $J_2$ are major obstacles. Cheng, Peale and Lee (2014b) integrated more than a million sets of initial conditions distributed over eccentricities, semimajor axes, and true anomalies with Nix at a range of initial positions relative to Charon but always starting outside the 4:1 mean motion commensurability. Hydra was always just outside the 3:2 mean motion commensurability with Nix or within one of the resonances at that commensurability. Finie but minimal masses of Nix and Hydra were assumed with Charon’s albedo. There were no survivors for either $J_2=0$ or $J_2$=the hydrostatic value. The frustrating failure of the resonance transport hypothesis to place the small satellites, formed simultaneously with Charon at the time of the impact, at their current positions relative to Charon has inspired alternative suggestions.

objects within Pluto’s sphere of influence. At best, this is an event of low probability, but Pires dos Santos et al. (2012) maximized that probability by assuming a heliocentric disk density 1000 times that of the current Kuiper Belt, which would prevail before the orbits of the outer planets were expanded. The probability of collision within the Pluto–Charon sphere of influence is further enhanced by one of the objects in the collision being already in a temporarily captured orbit about Pluto–Charon. With the maximum lifetime of such captured orbits being only $O(100)$ years, Pires de Santos et al. found the time between collisions of objects with sufficient mass to account for Nix and Hydra to be so much longer than this that they abandoned this scenario as a possible origin of a dissipative disk that could have produced the small satellites. Although it is generally agreed that Charon is the result of a glancing impact on the Pluto precursor with subsequent tidal evolution to the current dual synchronous state, the origin of the small satellites remains uncertain. It seems clear that these satellites formed from a dissipative disk of material, but collisional creation of a disk with sufficient mass that extends throughout the region of the small satellites remains improbable.

10.17.9 Irregular Satellites

The irregular satellites that orbit all of the major planets occupy large orbits with significant inclinations and eccentricities. Recent observations have increased the number of known irregular satellites to 96 (Gladman et al., 1998, 2000, 2001; Holman et al., 2004, http://ssd.jpl.nasa.gov/sat_elem.html, http://ssd.jpl.nasa.gov/sat_elem.html). They often extend to distances from their primaries that are close to the stability limits of about half of the planet’s Hill sphere radius (Hamilton and Burns, 1991; Hamilton and Krivov, 1997). Similar orbital elements for members of clusters of the irregular satellites imply breakup events after the primary body was captured (e.g., Gladman et al., 2001). The only viable means of early Solar System disruption is the result of insufficient angular momentum. Nix and Hydra offer a likely example of such mechanisms with sufficient angular momentum.
growth of the primary, while a planetesimal is temporarily trapped in the Hill sphere, to expand the region of stable orbits (Heppenheimer and Porco, 1977; Saha and Tremaine, 1993). The binary exchange capture for the irregular satellites that is highly probable for the capture of Triton (Agnor and Hamilton, 2004, 2006) is probably not as effective for the capture of the distant irregular satellites, since an irregular satellite is less likely to have ever been close enough to the planet for the binary Hill sphere to have been smaller than the separation of the binary members (Vokrouhlicky et al., 2008).

Still another means of capture of the irregular satellites is a two-body encounter within the Hill sphere, where one of the two participants has sufficient energy loss to remain captured. An interesting variation of nondissipative capture has been proposed by Nesvorny et al. (2007) within the Nice model of early solar system evolution (Gomes et al., 2005; Morbidelli et al., 2005; Tsiganis et al., 2005). In the Nice model of solar system evolution, all the major planets were formed between 5 and 20 AU with a sea of planetesimals with total mass between 20 and 35 Earth masses between 20 and 35 AU from the Sun. The initial separation of Jupiter and Saturn is inside the 2:1 MMR. Jupiter migrates inward and Saturn outward from the scattering of the remaining planetesimals in their vicinity such that near 700 million years after formation, Jupiter and Saturn cross the 2:1 MMR in the wrong direction for capture, but Saturn's eccentricity is excited that destabilizes Neptune and Uranus into crossing orbits between themselves and with Saturn. There are repeated planetary encounters, Neptune and/or Uranus is scattered into the sea of planetesimals leading to a vastly increased flux of planetesimals into the inner solar system, and the asteroid belt is disturbed. The flux of objects into the inner solar system results in the late heavy bombardment (LHB) therein. After many close encounters, the orbits of Neptune and Uranus decouple and the eccentricities and inclinations are damped by dynamic friction as the orbits migrate outward by scattering the abundant planetesimals. The current architecture of the outer solar system is thereby produced.

But the many close encounters among Neptune, Uranus, and Saturn within the population of planetesimals led to the capture of planetesimals in stable orbits around these planets. Planetary encounters with Jupiter are rare, so Jupiter's irregular satellites must be captured by some other mechanism, like the gas drag and collisions discussed earlier in the text. In a typical computer run that produces the current architecture, Neptune, Uranus, and Saturn capture many more irregular satellites than are observed with distributions in orbital elements that match the observed distributions remarkably well. So, if the Nice model or some modification of the same that results in many planetary encounters in the presence of planetesimals is close to reality, the Nesvorny et al. scheme must be important in the capture of irregular satellites. Of course, this mechanism of capture only occurs more than 700 million years after the initial formation of the planets, which may mean that irregular satellites captured before this time by, say, the collision or gas drag mechanisms are replaced by the new population — except Jupiter's irregular satellites may be those captured at earlier times. It is interesting that the systems of irregular satellites are so similar if scaled to the Hill sphere of each planet (Jewitt and Sheppard, 2005), when a different mechanism may be important for Jupiter than for the other three giant planets.

The capture of satellites should lead to a random distribution of orbital inclinations relative to the planet's orbital plane (≈ecliptic), but there are few irregulars known with inclinations between 47° and 141°. Carruba et al. (2002) gave a lucid explanation of the scarcity of satellites with orbital inclinations within this range. Solar perturbations dominate the variations in the orbits of these satellites, and in an analytic secular theory of the restricted three-body problem involving perturbations of the satellite orbit by the lowest-order solar tidal term, the motion is averaged over the mean motions of both the planet and the satellites. In this approximation, the component of the satellite's angular momentum that is perpendicular to the planetary orbital plane, \( \sqrt{Gm_p a_p (1-e^2)} \), is conserved, so that the variations in \( e \) and \( i \) are linked. When the satellite orbital plane is closest to the planetary orbital plane, the eccentricity is maximal. The variations in \( e \) and \( i \) are thus of opposite algebraic sign for prograde orbits \((i < 90°)\), but for retrograde orbits \((i > 90°)\), increasing \( i \) brings the orbit closer to the planetary orbital plane so variations in \( e \) and \( i \) have the same algebraic sign. For \( i < i_{\text{max}} = 39.2° \), or \( i > i_{\text{max}} = 140.8° \), the amplitude of the variations in \( e \) and \( i \) are limited, but for inclinations between the values of \( i_{\text{max}} \), large variations in \( e \) can drive the periastron into the region of the regular satellites or the apoastron close to \( R_1 \) when the argument of periastron \( \omega \) is circulating. Either consequence can lead to the elimination of the satellite. The only way a high inclination satellite is likely to survive is if \( \omega \) is librating about 90° or 270° (Kozai resonance) where variations in the eccentricity are more modest. By estimating the fraction of the available phase space for a captured satellite to be in Kozai resonance, Carruba et al. predicted that perhaps 10% of captured satellites should be in stable Kozai resonances at high inclination. The irregular satellites S/2003 I10, Kiviuq (S/2000 S5), and Ijiraq (S/2000 S8) are apparently currently librating in Kozai resonances. But at least Kiviuq is close to the chaotic zone separating libration from circulation, so its libration may be only temporary (Carruba et al., 2003, 2004).

Numerical integrations of the complete equations of motion of irregular satellites, including the perturbations of the other major planets, show that highly inclined orbits outside the Kozai resonance are more unstable for orbital planes further from the planetary orbital plane between the values of \( i_{\text{max}} \) (Carruba et al., 2002). As the extremes of the variable inclinations approach the limits of the zone of exclusion, the satellites can survive for longer periods of time, but the unstable region seems to approach the observed limits asymptotically as the integrations progress. The nonrandom distributions of orbital inclinations and values of the other observed orbital parameters of the irregular satellites are therefore completely consistent with the satellites having been captured into random orbits from the solar nebula population of planetesimals by any of the means discussed in the preceding text.

**Appendix A: Accretion Disks**

The regular satellites of the major planets are in nearly circular orbits in the planes of the planets' equators. This means these satellites had to have formed in dissipative disks of gas and particles that settle to the midplane of the disk before the accretion of the satellites occurs. Given that these satellites
form in such a disk during the formation of the planet, it is important to understand the nature of the accretion in such disks. Our ultimate goal is the determination of the timescales for accretion of such satellites as a function of the disk and particle parameters, for these timescales constrain the current observable properties of the regular satellites. Once formed, the satellites interact with the disks primarily through gas drag when they are small and through density waves generated in the adjacent regions of the disk at mean motion commensurabilities with the satellite when they are large. If the midplane pressure of the disk decreases with distance from the primary, gas drag causes a satellite to spiral toward the planet. Generally the same type of disk causes a similar spiral toward the planet through interaction of the satellite with density waves generated in the disk.

A.1 Accretion of Solids

First, we consider the idealized case of an isolated spherical body \( m_1 \) of radius \( R_1 \) in a swarm of particles with a distribution \( n(m_2, v) \) d\( m_2 \) d\( v \) representing the number density of particles of mass within d\( m_2 \) of \( m_2 \) and speeds within d\( v \) of v. If the relative velocities are isotropic, \( n(m_2, v) \sin d \delta \phi \sin d \phi \sin d \theta \) d\( m_2 \) d\( v \) d\( \phi \) represents the number density of the particles with velocities aimed within d\( \phi \) d\( \theta \) of spherical polar coordinates \( \theta, \phi \) in a coordinate system where the mean velocity of all particles is zero. One of these particles of radius \( R_2 \) and speed v far from \( m_1 \) will collide with \( m_1 \) during an encounter if the impact parameter is less than \( R_\text{esc} \), where

\[
R_\text{esc}^2 = (R_1 + R_2)^2 \left(1 + \frac{v_\ast^2}{v^2}\right)
\]

with \( v_\ast = \sqrt{2G(m_1 + m_2)/(R_1 + R_2)} \), the escape velocity of \( m_2 \) from \( m_1 \) when they are in contact. Equation [A.1] is found by conserving energy and angular momentum when \( m_2 \) just grazes \( m_1 \) during the encounter. The factor \( (1 + v_\ast^2/v^2) \) is called the gravitational enhancement factor for the collisional cross section of \( m_2 \) for particles of radius \( R_2 \) and speed \( v_\ast \) relative to \( m_1 \). The mass flux of particles with mass within d\( m_2 \) of \( m_2 \) and velocity within d\( v \) of \( v_\ast \) directed within d\( \phi \) d\( \theta \) is given by

\[
m_1 = \int_0^{2\pi} \int_0^\pi n(m_2, v)m_2v \sin \phi \, \sin d\phi \, d\theta
\]

where \( m_1 \) is the rate of growth of \( m_1 \), if we assume each \( m_2 \) that collides is accreted. In eqn [A.2], we have assumed the velocities are isotropic relative to \( m_1 \) and integrated over the solid angle. \( R_2 = (3m_2/4\pi \rho_2)^{1/3} \), with \( \rho_2 \) being the mass density of the individual particles. Because \( n(m_2, v) \) is not very well constrained, eqn [A.2] is often replaced by the much simpler form

\[
m_1 \approx \frac{8}{3\pi} \rho_2 \pi(R_1 + R_2)^2 F_8
\]

where \( R_2, v_\ast, \) and \( v \) are now suitably averaged values. We have replaced the spatial mass density of the particles by \( \sigma_s/2H_0 \), where \( \sigma_s \) is the surface mass density of solids and \( 2H_0 \) is the disk thickness. \( H_0 \) depends on the density dispersion \( v \) and can be estimated by

\[
0.5v_\ast^2 = \int_0^{H_0} \left(\frac{GM\tau}{r^3}\right) dz = 0.5\Omega_\text{K}H_0^2
\]

where \( v_\ast = v/(K = O(1)) \) is the component of the averaged velocity that is perpendicular to the plane of the disk, \( G \) is the gravitational constant, \( \tau \) is the mass of the primary, \( r \) is the distance from the primary, \( z \) is the vertical distance from the midplane, and \( \Omega_\text{K} = \sqrt{GM/r^3} \) is the Kepler orbital angular velocity of a test particle at distance \( r \) from the primary. \( GM/r^3 \) is just the local vertical component of the gravitational acceleration due to the primary. Hence, \( H_0 = \sqrt{\Omega_\text{K}H_0^2} \). This value of \( H_0 \) is generally smaller than the gas pressure scale height \( c_s/\Omega_\text{K} \) (derived later in the text), with \( c_s \) being the speed of sound, because of settling of particles toward the midplane.

From eqn [A.3], we can write

\[
\rho_2 \equiv \frac{\sigma_s}{8\pi \rho_2} \left(1 + \frac{R_2}{R_1}\right)^2 \frac{1}{F_8}
\]

where \( \rho_2 \) is the mass density of the particles as distinguished from \( \rho_1 \), the spatial density of solids in the disk. If we assume \( R_2 < R_1 \) and ignore factors of order unity, we can write the timescale for the growth of a body as (Canup and Ward, 2002)

\[
\tau_\text{s} = \frac{R_2^3}{2500 \text{ km}} \left(\frac{\rho_2}{2 \text{ g cm}^{-3}}\right)^{10} \left(\frac{3 \times 10^7 \text{ g cm}^{-2}}{\sigma_s}\right)^{3/2}
\]

where the numerical form is for the accretion of Ganymede in a minimum mass disk of particles. The surface mass density \( \sigma_s \) is estimated by spreading Ganymede's mass over an annulus extending from the midpoint between Ganymede's and Europa's orbits to the midpoint between Ganymede's and Callisto's orbit to yield \( \sigma_s = 3300 \text{ g cm}^{-2} \). With \( \rho_2 = 2 \text{ g cm}^{-3} \) and an orbital radius of 15R_1, we arrive at \( \tau_\text{s} \approx 50 \text{ years} \) when \( F_8 = 10 \). This is a lower bound on the timescale for the growth of Ganymede, since \( \sigma_s \) is reduced as the growth proceeds, but it is indicative of the very short timescales for accretion in minimum mass disks.

Safronov (1969), by transforming from relative to random velocities and assuming the vertical and horizontal velocity dispersions are equal, found \( K = \pi/4\sqrt{2} \). Safronov also assumed that the velocity dispersion of the accreting particles remained comparable to the escape velocity of the largest embryos as \( R_1 \) increased. In this case, \( F_8 = O(3) \), and \( R_1 \) increases linearly with time if the surface mass density \( \sigma_s \) is maintained in the vicinity of \( m_1 \). This linear increase in the radius of an accreting body is called orderly growth. \( F_8 \approx 3 \) is not that much smaller than our choice of \( F_8 = 10 \) in eqn [A.6]. Runaway growth can make these accretion timescales even shorter.

The assumption by Safronov that the velocity dispersion of the smaller particles was always near the escape velocity of the largest bodies proved to be incorrect in numerical simulations by Wetherill and Stewart (1989). As long as most of the mass of the disk was in the smaller bodies, the velocity dispersion was nearly the escape velocity of the smaller particles. Increases in the velocities of small particles by close encounters with the
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larger bodies were damped by interactions with members of the swarm. \( F_g \) is thereby increased by orders of magnitude from that assumed in orderly growth and led to what is called runaway growth. For \( \nu \) fixed near the escape velocity of the smaller bodies, the rate of growth in eqn [A.5] becomes proportional to \( \nu \), which, for constant density, increases as \( R_1^2 \). The change in scaling results in the largest planetesimal growing much faster than any other, and it "runs away." For the two largest planetesimals of the swarm of radii \( R_1 > R_2 \),

\[
\frac{d}{d\tau} \frac{R_1}{R_2} = \frac{R_1}{R_2} \left( \frac{R_1}{R_2} \right) \approx \frac{R_1}{R_2} (R_1 - R_2) \]

shows that if initially \( R_1 > R_2 \), the ratio \( R_1/R_2 \) grows as long as the mass available for accretion has not decreased substantially.

The timescale for accretion in eqn [A.6] is reduced by the larger value of \( F_p \). Both orderly growth and runaway growth timescales depend on the maintenance of the surface mass density of the disk near the accreting satellite and that most of the disk mass is in the small particles. These timescales increase as the nearby material is exhausted and must be eventually governed by how rapidly particles can be brought into the so-called feeding zone of the growing satellite. Still, numerical simulations of lunar accretion in a particle disk verify the rapid accretion timescales even while accounting for the growth of the average particle size during the process (Ida et al., 2017; Kokubo et al., 2000). Mosquera and Estrada (2003a,b) determined accretion timescales governed by how rapidly gas drag can bring larger embryos to the feeding zone of the satellite.

Although some stages of the accretion process in disks remain unclear, once small solid objects have formed or are deposited in a flat dissipative medium, their accumulation into a coplanar system of satellites seems reasonably well understood in spite of continued haggling over details. The timing of the formation depends on the temperature history of the disk when ices are the predominant constituents of the forming satellites. Once formed, the satellites will spiral toward the primary because of gas drag and interaction with density waves in the gaseous part (type I drift) (Ward, 1997). It is thus likely that at least the large regular satellites formed during the last stages of accretion of their host planet as the gas in the disk and the solar nebula was being dissipated. The small equatorial satellites residing close to their primaries have most likely been repeatedly disintegrated and reformed in a gas-free environment by planetesimals remaining in the heliocentric swarm. Instabilities in the distribution of large objects lead to mergers and eventual separation of the remaining objects by more than several Hill sphere radii, where the Hill sphere radius (sphere of influence) is defined as the distance from the satellite to its inner Lagrange point \((R_{1L} = \sqrt{M_m/3M_P})^{1/3}\).

Refinements to the accretion process in disks take account of the effect of the primary and depletion of accreting particles in the feeding zone of a growing object (Greenzweig and Lissauer, 1990, 1992; Lissauer, 1987; Wetherill and Cox, 1984, 1985), where an upper bound on the gravitational enhancement factor of about 1000 is determined. Gas drag replenishes the feeding zone and thereby prolongs the accretion of a body in a disk, but only a fraction of such particles (10–40%) brought into the feeding zone by gas drag are actually accreted (Kary and Lissauer, 1995; Kary et al., 1993).

The previously mentioned discussion is focused on gas-free accretion of solids. However, particles near meter size do not tend to stick to one another during collisions, and they tend to spiral into the planet (or star) because of the head wind created by the less than Kepler speed of orbiting by the gas. Youdin and Goodman (2005) described a streaming instability that can concentrate boulders into quite large gravitationally unstable collections. The streaming instability arises because a concentration of boulders can force the gas within the concentration to orbit closer to the Kepler velocity. The interaction with the surrounding gas streaming by, also containing isolated boulders that are spiraling in, causes the concentration of boulders to increase and become gravitationally bound and collapse to large objects (planetesimals in circumstellar disks) as the relative kinetic energy of the boulders within the swarm is dissipated. In the solar nebula, these objects can exceed the size of the dwarf planet Ceres (Johansen et al., 2007, 2011, 2012). The streaming instability appears to be crucial in the accretion of solids in accretion disks to greater than kilometer size.

A.2 Viscous Spreading

An inherent property of disks orbiting a primary is that they tend to spread as angular momentum is exchanged between adjacent regions because of the Kepler shear. Gravitational, magnetic, and viscous torques and wave transport with shock dissipation are all possible candidates for angular momentum transport (Balbus, 2003). Viscous interchange results from the Kepler shear in the motion of the material orbiting the primary. If we represent the shear stress as due to a viscosity \( \eta \), we can write the shear stress at a distance \( r \) from the primary \( \sigma_\phi = \eta \cdot d \Omega/dt = \eta \cdot d \Omega/dr = 3 \eta \Omega / 2 \), where \( d \Omega/dt \) is the radial gradient of the azimuthal velocity in the frame rotating at the Kepler angular velocity at distance \( r \). For a gas,

\[
\eta = \frac{m v}{3A} \approx \frac{m g_s}{3A}
\]

where \( m \) is the mean molecular mass, \( v = \sqrt{2kT/m} = c_s \), is the mean molecular speed with \( k \) being Boltzmann's constant, \( T \) is the temperature, \( A \) is the collision cross section of the molecules, and \( c_s \) is the sound speed (e.g., Sears and Salinger, 1975). Most of the regular satellites around the major planets have a substantial fraction of ice. So, if ice is to be in solid form as satellites, disk temperatures must be \( \leq 200 \) K (depending on the pressure), so for molecular hydrogen, \( c_s = 10^8 \) cm s\(^{-1}\). The kinematic viscosity \( \nu = \eta / \rho = 2H_g / c_s \approx c_s H_g m / (A g_b) \), where \( \rho \) is the gas density, \( c_s \) is the surface mass density of the gas, and \( H_g \) is the half thickness of the gas disk.

For the gaseous disk, we choose \( H_g \) to be the scale height of the disk that is determined by isostasy in the direction perpendicular to the disk, \( d \Omega/dz = -\rho g_z = -m \tau_g / kT = -m c_s^2 / kT \), where \( P \) is the pressure and \( g_z = GM_z / r^2 = c_s^2 / kT \) is the component of gravity in the z direction. The solution of this equation gives \( P = P_0 \exp -c_s^2 / H_g^2 \) where \( H_g = \sqrt{kT / m c_s} \approx c_s / \Omega_c is the isothermal scale height. As an example, we can estimate the timescale for viscous transfer of angular momentum in a disk surrounding Jupiter that has the minimum mass for accreting
Ganymede at Ganymede's distance from Jupiter augmented with volatiles to reach solar composition. The amount of solids in the disk necessary to make Ganymede corresponds to a surface density of 3300 g cm\(^{-2}\) spread from the midpoint between Ganymede and Europa, and the midpoint between Ganymede and Callisto is thereby increased to \(\sim 10^5\) g cm\(^{-2}\) such that the kinematic viscosity \(v \approx 3 \times 10^3\) cm\(^2\) s\(^{-1}\). The timescale for viscous transfer of angular momentum at Ganymede's distance from Jupiter (\(\sim 10^5\) cm) is \(r^2/v = 1.2 \times 10^9\) years. This time is so long compared with other timescales associated with a circumplanetary disk that molecular viscosity cannot be important in the disk evolution.

If the gas is turbulent, a turbulent viscosity is invoked to increase the efficiency of angular momentum transport. In this approximation, the molecular mass in eqn [A.8] is replaced by the mass of a typical turbulent eddy \(\sim \rho_k \delta^3\) and the cross section \(A\) by \(\delta^2\) where \(\delta\) is a typical eddy size. Finally, \(\nu\) is replaced by the mean random velocity of the turbulent eddy \(v_\delta\) so that the kinematic viscosity appropriate for a turbulent medium is (Shakura and Sunyaev, 1973)

\[
\nu = \frac{\alpha \sigma^2}{\Omega_K} \tag{A.9}
\]

The free parameter \(\alpha\) is used to indicate the strength of the nonmolecular viscous coupling, and the models are often called '\(\alpha\) disks.' The choices of \(\alpha\) are usually based on unsupported assertions about the strength of the turbulence. Lower bounds on the magnitude of angular momentum transport follow from the masses of the giant planets. An equivalent viscosity must be sufficient to prevent the forming planet from opening a gap in the protoplanetary disk before it has acquired a significant fraction of its observed mass (Lin and Papaloizou, 1985). Typically, assumed values of \(\alpha = O(10^{-3})\) in applications. For shear stress \(\omega_{\phi}\), the torque across a cylindrical surface of radius \(r\) centered on the primary is \(T_r = \omega_{\phi} r^2 H_2 = 6\pi \sigma g \rho r^2\) for a disk. For the example of a minimum mass disk at Ganymede's distance from Jupiter with \(\sigma = 10^5\) cm\(^{-2}\) and \(r = 10^5\) cm, \(v \approx 10^3\) cm\(^2\) s\(^{-1}\) and the timescale for viscous spreading \(\sim 400\) years.

If we consider the mass \(dm\) in the cylindrical region of radial extent \(dr\) with specific angular momentum \(h\), we have \(D(dm) = -D(h)\) to balance the net torque on the cylinder with the change in the angular momentum, where \(D(h)\) is the total derivative. In a steady-state disk,

\[
\frac{d\Omega}{dt} = \frac{\partial}{\partial r} \left( \Omega \frac{dR}{dr} \right) \tag{A.10}
\]

where \(\Omega, R\) is the radial mass flux. For the general case where \(T_r = 0\), and \(r \rightarrow 0\) with \(d\Omega/dt > 0\) as for Kepler motion, we see that \(d\Omega/dt\) must be positive at small \(r\) and negative at large \(r\) so that mass moves inward for small \(r\) and outward for large \(r\). Angular momentum always moves outward.

Particle disks also spread from angular momentum transfer via particle collisions. For a disk of particles of mass \(m_p\) and velocity dispersion \(\sigma\) about the Kepler velocity at distance \(r\) from the primary, the equivalent kinematic viscosity is given by

\[
\nu = \frac{\nu_{\delta\sigma}}{\rho_p} = \frac{\nu_{\delta\sigma}}{\rho_p} = 2m_p \Omega/\Delta R / (\Delta \alpha) = 4H_2 \rho_p \rho / (\Delta \sigma) \tag{Daisaka et al., 2001}
\]

where \(\sigma\) is the surface mass density of particles in the disk, \(R_p\) is the particle radius, and \(\rho_p\) is the particle density (distinguished from the spatial mass density of particles \(\rho_j\)). For a disk of 100 m particles corresponding to the minimum mass particle disk at Ganymede's distance from Jupiter and the assumption \(\nu = \nu_{\delta\sigma}\) of two touching particles, \(H_2 = K_{\nu_{\delta\sigma}}/\Omega_K\) and \(\rho_p = 1 g cm^{-3}\), \(\nu\) is only a little over 80 cm\(^2\) s\(^{-1}\). So, low dispersion particle disks spread very slowly with timescale \(r^2/\nu = 4.5 \times 10^{12}\) years. But inside the Roche radius in the lunar case, gravitational instabilities cause patches of higher-density material that are repeatedly sheared apart, thereby yielding enhanced collisional dissipation with an effective viscosity of \(\nu \sim (\pi \sigma g)^2/\Omega_K\) and a resulting timescale \(r^2/\nu \approx 1\) year (Ward and Cameron, 1978). This rapid spreading has been confirmed by N-body simulations (Takeda and Ida, 2001). But self-heating during this short timescale spreading is so intense, at least for the protolunar disk, that more silicates are vaporized, thereby decreasing the effective viscosity and allowing longer timescales for spreading (Thompson and Stevenson, 1988). So, the long timescales for spreading of particulate disks from the simple molecular viscosity analogy are not likely to prevail (see Salmon et al., 2010, for a thorough treatment of viscous spreading in particle disks).

### A.3 Gas Drag

A forming satellite assumes a Kepler orbit about the primary, but the gas in the disk has its central acceleration reduced by a radial pressure gradient and thereby orbits slower than the satellites. The satellite thus experiences a continuous head wind that causes it to spiral toward the primary (Weidenschilling, 1977; Whipple, 1964). The gas motion is governed by the equation

\[
\frac{d\phi}{dt} = -\rho_k \Phi - \Phi P \tag{A.11}
\]

where \(\Phi\) is the gravitational potential per unit mass and \(P\) is the pressure. In a steady state, cylindrical coordinates \(r, \theta, z, t\) and \(\theta\) are zero, and the \(r\) component of eqn [A.10] is

\[
-\frac{\rho_k \phi^2}{r} \frac{\partial P}{\partial r} = \frac{\partial}{\partial r} \left( \frac{\partial \phi}{\partial r} \right) \tag{A.12}
\]

Now, \(P = \rho_k c_k T/m = \sigma \rho_k c_k^2 / 2 = \sigma \rho_k c_k^3 / 2\) (\(m\) = mean molecular mass). Often, the surface mass density and midplane temperatures are represented by power laws (e.g., Weidenschilling, 1977) like \(\sigma \propto (r/a)^{-5}\) and \(T \propto (r/a)^{-3}\), where \(\sigma_0\) and \(T_0\) are values at distance \(a\) from the primary. Then, \(\partial P/\partial r = -K_{\sigma_0} \rho \sigma c_k^5 / r\), where \(K = O(1)\) depends on the choices for \(P\) and \(\sigma_0\). With \(\Phi = -GM_p/r\), the solution of eqn [A.11] yields the gas angular velocity

\[
\phi = \frac{GM_p}{r^2} - \frac{K_{\sigma_0} \Omega_K c_k^2}{r^2} = \Omega_k^2 - 2K_{\sigma_0}^2 \tag{A.13}
\]

from which

\[
\Omega_k - \Omega = \frac{K_{\sigma_0}^2}{r^2} \Omega_k \tag{A.14}
\]

where \(\Omega_k + \Omega = 2\Omega_k\) has been used.

For circularly orbiting material, the gas drag force is given by

\[
F_d = -C_d \pi R^2 \rho_k v^3 \tag{A.15}
\]

where \(C_d\) is the drag coefficient, which depends on the Reynolds number \(R = 2\nu_{\delta\sigma} \rho_p / \eta\), where \(\eta\) is the molecular viscosity.
and \( v_{rel} = r(\Omega_K - \Omega) = Kc^2 \Omega / \Omega_K \) is the relative velocity between the forming satellite and the gas, that is, the head wind. The Reynolds number dependence of \( C_D \) (e.g., Prandtl, 1952) leads to \( C_D = 20 / R \) (Stokes drag) for \( R \leq 0.5 \) and \( C_D = 0.43 \) for \( R \geq 500 \) (see Peale (1993) for an application of gas drag with full Reynolds number dependence for \( C_D \)). The torque on the satellite is \( F_3 \), which when equated to the time derivative of the angular momentum given by \( \mu_p \sqrt{GMp} r \) yields an expression for \( r \). The timescale for gas drag changes in the orbit is then

\[
\tau_{CD} = \frac{4}{3K^2 C_D \sigma g_\ast} \left( \frac{\rho p}{\sigma} \right)^3 \approx 10^3 \text{ years} \left( \frac{\rho_p}{\sigma} \right) \left( \frac{R}{10^3 \text{ km}} \right)^2 \left( \frac{2 \text{ g cm}^{-3}}{\rho_p} \right) \left( \frac{1}{3 \times 10^4 \text{ g cm}^{-2}} \right) \left( \frac{\Omega_K}{\Omega} \right)^{3/2} \left( \frac{r}{15 R_\ast} \right)^{3/2}
\]

where we have used \( K = 3/4 \) for \( \rho = q = 1 \), and the numerical form is for Ganymede (Canup and Ward, 2002), where the minimum mass particle disk has been augmented by \( \approx 30 \) times as much gas to yield solar composition.

### A.4 Migration from Density Waves

Satellites also interact with disks by creating spiral density waves at the commensurabilities of the mean motions in the disk with that of the satellite (e.g., Ward, 1997). The resulting distribution of mass in the density waves exerts gravitational torques on the satellite that tend to push the satellite away from the site of the density wave. Hence, the density waves generated inside the satellite orbit tend to increase its angular momentum, whereas those outside tend to decrease it. Simultaneously, the ring material receives or gives up angular momentum, which tends to push the ring material away from the satellite. The distribution of the resonances outside the satellite versus those inside leads to the outside density waves dominating such that the net effect is for the satellite to spiral toward its primary, called type I drift, with a timescale given by (Canup and Ward, 2002; Ward, 1997)

\[
\tau_i = \frac{r}{r} \approx \frac{1}{C_i \Omega_K} \left( \frac{M_p}{M_s} \right) \left( \frac{M_s}{r^2 \sigma g_\ast} \right) \left( \frac{\Omega}{\Omega_K} \right)^{2/3} \approx \frac{10^7 \text{ years}}{C_i \Omega_K} \left( \frac{M_p}{M_s} \right) \left( \frac{M_s}{r^2 \sigma g_\ast} \right) \left( \frac{\Omega}{\Omega_K} \right)^{2/3}
\]

where \( C_i \) is a torque asymmetry parameter that is a function of the disk's radial surface density and temperature profiles (e.g., Tanaka et al., 2002; Ward, 1997); \( M_p \) and \( M_s \) are the planet and satellite masses, respectively, and \( r \) is the distance from the \( M_p \) center of mass. The last term in eqn [A.17] is \( (H/r)^2 \). The numerical representation is that centered on Ganymede in a minimum mass Jovian disk. Recent works (e.g., Kley and Crida, 2008; Paardekooper and Mellema, 2006a, b) have developed revised type I torque formula for the case of non-isothermal, adiabatic disks, which depend on local disk properties. These are discussed in the Jupiter section.

The repulsion of the gas disk by the satellite can eventually open a gap in the disk if (e.g., Ward and Hahn, 2000)

\[
\frac{M_s}{M_p} > \frac{C_n}{\Omega_K} \left( \frac{\rho_p}{\sigma} \right)^{5/2} \approx 10^{-4} \left( \frac{\Omega}{\Omega_K} \right)^{1/2} \left( \frac{\rho_p}{\sigma} \right)^{5/2}
\]

where \( C_n = O(1 - 10) \). This form of the criterion comes from Ward and Canup (2002), where they pointed out that the limiting mass is just above Ganymede's mass for \( c_n = 1 \) and \( \alpha = 10^{-3} \). If a gap is opened, the type I drift is replaced by type II, whose timescale is now the disk viscous timescale (Ward, 1997)

\[
\tau_{II} = \frac{r}{v_i} \left( \frac{r}{H/r} \right)^2 \approx \frac{300 \text{ years}}{C_i \Omega_K} \left( \frac{r}{15 R_\ast} \right)^{3/2} \left( \frac{M_s}{M_p} \right)^{1/2}
\]

where again the numerical representation is centered on Ganymede and \( M_p \) is normalized by the Jupiter mass \( M_J \). Whether or not a gap is opened by a satellite depends on the value of \( \alpha \) and the scale height of the disk at the satellite location. For an alternative gap-opening criterion also depending on these two parameters, see Crida et al. (2012).

### A.5 Thermodynamics

The temperature distribution in the disk is of fundamental importance in determining nearly all of the parameters associated with accretion within the disk and whether or not the accreted particles survive migration toward the primary. The growing satellites will be near the midplane of the disk, so the midplane temperature \( T_c \) must be known. This in turn is determined by an energy balance equation in steady-state disks, where sources of energy include the gravitational energy deposited by the flux of incoming material, the viscous dissipation within the disk, radiation from the still warm primary, and radiation from the surrounding solar nebula. The sink is radiation from the upper and lower surfaces of the disk at some effective temperature, \( T_c \). If the accretion of the satellites is assumed to take place in a disk with no accretion from the solar nebula, the gravitational source of energy now comes from the redistribution of mass during viscous evolution, and the internal energy of the disk is reduced as it cools.

For optically thick disks, \( T_r^2 = 2T_e^2(1 + 3 t/2) \approx 4 T_e^2 / 3t \), whereas for optically thin disks, \( T_r^2 \approx 4 \pi T_e^2 \) (e.g., Shapiro and Teukolsky, 1983), where \( r = \int_0^r \kappa \rho \, dz \approx R_\ast / 2 \) is the optical depth from midplane to the surface, with \( \kappa \) being the Rosseland mean opacity (cm² g⁻¹) (e.g., Schwarzschild, 1958). An example of a surface mass distribution in a steady-state disk from Canup and Ward (2002) (Lynden-Bell and Pringle, 1974) is

\[
\sigma_s(r) \approx \frac{4M}{15 \pi v_i} \left[ \frac{5}{4} - \frac{\tau_c}{4 \tau_d} \right] \left( \frac{r}{r_c} \right)^2 \text{ for } r < r_c
\]

\[
\approx \frac{4M}{15 \pi v_i} \left[ \frac{\tau_c}{4 \tau_d} \right] \text{ for } r \geq r_c
\]

where the kinematic viscosity \( v_i = \alpha c^2 / \Omega_K \) is the approximation of Shakura and Sunyaev (1973) for a turbulent medium discussed in the preceding text, \( r_c \) is the radius inside of which the mass flux \( M \) is deposited uniformly, and \( r_d \) is the edge of the
disk. Another example is a disk with constant mass flux toward the primary throughout the region where the satellites are forming (e.g., Lynden-Bell and Pringle, 1974):

$$
\sigma_\infty(r) = \frac{M}{3\pi n_l} \left[ 1 - \sqrt{\frac{R_e}{r}} \right]
$$

[A.21]

if the viscous couple vanishes at the primary's surface of radius $R_e$.

Figure 4 shows the Rosseland mean opacities appropriate for low temperatures in an accretion disk. The opacity due to Bell and Lin (1994) accounts for ice grains at low temperatures and "metallic" grains at high temperatures. Ice particles dominate the opacity up to temperatures slightly above 160 K with approximately a $T^3$ power law dependence. Above this temperature, the ice evaporates with a sharp drop in opacity and "metallic" grains dominate the opacity for larger $T$. The Pollack et al. (1994) opacities include a distribution of organic particles that maintain a high opacity in the region beyond the ice point. These opacities can be modeled by writing $\kappa = \kappa_0 T^\xi$, but different values of the exponent $\xi$ apply in different parts of the disk. There have been no studies of the formation of icy satellites with this accounting of the variations in the disk opacities. An example of the energy balance equation for a steady-state disk at distance $r$ from the primary is

$$
\sigma_{SB} T_r^4 \left[ \frac{2}{3} \left( \frac{R_e}{r} \right)^3 + \frac{1}{2} \left( \frac{R_e}{r} \right)^2 \left( \frac{d\ln H}{d\ln r} - 1 \right) \right]
$$

[A.22]

$$
+ F_{grav}(r) + F_{vis}(r) = 2\sigma_{SB} \left( T_e^4 - \frac{\beta_e}{4\pi} T_{sub}^4 \right)
$$

where the first bracketed term on the left is the radiation deposited per unit area from the warm planet (Ruden and Pollack, 1991), $F_{grav}(r)$ is the energy deposited due the accretion, and $F_{vis}(r)$ is the energy deposited per unit surface area from viscous interactions. The fraction of solid angle subtended by the solar nebula is $\beta_e/4\pi$. The most extreme model dependences are in the terms $F_{grav}$ and $F_{vis}$. There are no constraints on $F_{grav}$ from simulations, and $F_{vis}$ depends on the unknown value of $\alpha$. The importance of the opacity $\kappa$ for the midplane properties cannot be overemphasized.

Appendix B Tides

Tidal dissipation can drastically change the orbital configuration and the thermal state of the regular natural satellites from the time of their formation. So, it is imperative to understand this evolution, which puts constraints on the conditions of satellite formation. We therefore outline a theory of tidal effects on satellite orbits (and rotations) in this appendix. The potential of mass element $dm_0$ at $r$ (within $m_0$) due to a mass $M$ located at $R$ relative to a coordinate system fixed in the body $m_0$ is given by

$$
dV = -\frac{G M dm_0}{r} \left[ 1 + \frac{r}{R} P_1(\cos S) + \left( \frac{r}{R} \right)^2 P_2(\cos S) + \left( \frac{r}{R} \right)^3 P_3(\cos S) \ldots \right]
$$

[B.1]

where $G$ is the gravitational constant, $P_l$ are the Legendre polynomials, and $\cos S = r/R = R$. The first two terms in the expansion combine to yield an acceleration parallel to $R$, so the lowest-order tide-raising potential per unit mass in $m_0$ due to $M$ is given by the second harmonic term

$$
W_2 = \frac{-GM \beta_2}{2R^3} [3\cos^2 S - 1]
$$

[B.2]

Typically, $r/R \ll 1$ allows neglect of higher-order terms, but if a satellite is close to a primary (e.g., Phobos), higher-order terms contribute significantly to the total tidal interaction (Bills et al., 2005).

For a homogeneous sphere, Love (1944) showed that for a small distortion, the displacement of the surface due to the disturbing potential $W_2$ is a small factor $\epsilon_2$ times a surface harmonic $S_2$ of the same degree:

$$
\epsilon_2 S_2 = \frac{5}{2g} W_2(r = a_e)
$$

[B.3]

where $g$ is the surface gravity acceleration on $m_0$, $\mu$ is the rigidity, $\rho$ is the density, and $a_e$ is the radius of the sphere. The potential per unit mass at $r > a_e$ due to this spherical surface harmonic mass distribution is then

$$
\frac{3}{5} \left( \frac{a_e}{r} \right)^3 \epsilon_2 S_2 = \frac{3}{2g} \left( \frac{GM}{2R^3} \right) \frac{3}{a_e^3(3\cos^2 S - 1)}
$$

[B.4]

such that if we place a mass $m$ at $r$,

$$
V_f = \frac{k_2 GM m^5}{2R^2 r^5} \left[ 3 \left( \frac{r}{R} \right)^2 - r^2 R^2 \right]
$$

[B.5]

is the potential of $m$ at $r$ due to a tide raised by $M$ on $m_0$ or the potential of $M$ at $R$ due a tide raised by $m$ on $m_0$. The potential Love number $k_2 = 1.5(1 + 19\mu/(2\rho a_e))$ refers to the body on which the tide is raised. For centrally condensed bodies, $k_2$ is
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reduced. For example, the fluid Love number for the Earth is 0.934 instead of 1.5 (Lamb, 1980, p. 29).

Now, consider \( M \) and \( m \) to be the same body. We model the effects of the dissipation by assuming the equilibrium response of \( m_0 \) to the tidal stress applied by \( m \) lags by some time \( \Delta t \) by analogy to the damped harmonic oscillator forced at a frequency that is small compared to the natural frequency of oscillation. Then, \( \mathbf{R}(t) = \mathbf{r}(t - \Delta t) \) is the simplest representation of the effects of dissipation of tidal energy in \( m_0 \), that is, it is the position of \( M \) a short time in the past relative to a coordinate system fixed in \( m_0 \), where \( r \) is defined in the same coordinate system.

The components of \( \mathbf{R} = \mathbf{r}(t - \Delta t) \) are not to be included in differentiations of \( \mathbf{V}_T \) in determining the tidal forces on \( m \). We distinguish these coordinates with a \( * \) and write the coordinates of \( m_0 \) considered the tide-raising body as

\[
r'(t - \Delta t) = r'(t) - \frac{dr}{dt} |_{t=0} \Delta t = r* + r' \text{ [B.6]}
\]

If we substitute the right-hand side of eqn [B.6] into eqn [B.5] and expand to the first order in \( r* \), the results were

\[
V_T = -k_2 G m^2 a_e^2 \left( \frac{4}{3} r'T^3 + \frac{3}{2} r'T^2 r' + \frac{6}{5} r'T^3 r' \right) \text{ [B.7]}
\]

where

\[
\Delta r* = \frac{dr*}{dt} |_{t=0} \Delta t = \Delta t \left( \frac{dy'}{dt} \mathbf{e}_1 + \frac{dz'}{dt} \mathbf{e}_2 + \frac{dz'}{dt} \mathbf{e}_3 \right) \text{ [B.8]}
\]

and the time derivative is relative to the \( x'y'z' \) system of coordinates fixed in the rotating body \( m_0 \). With the generic relation for a vector \( \mathbf{D} \), \( (d \mathbf{D}/dt) |_{body} = (d \mathbf{D}/dt) |_{space} - \mathbf{\Omega} \times \mathbf{D} \)

and \( \mathbf{D} \rightarrow r* \) and \( \mathbf{\omega} \rightarrow \mathbf{\psi} \), where \( \mathbf{\psi} \) is the angular velocity of \( m_0 \),

we can write \( dr*/dt |_{body} = dr*/dt |_{space} - \mathbf{\psi} \times r* \) and

\[
\Delta r* = -\mathbf{\psi} \times r* \text{ [B.9]}
\]

where the derivative on the right-hand side is now relative to inertial space.

As an example, assume \( m_0 \) is rotating about the \( z' \) axis at angular velocity \( \psi \) relative to the \( x'y'z' \) axes fixed in inertial space with the \( xy \) and \( x'y' \) planes being coincident, so that \( \psi = \psi_0 + \psi t \) is the angle between the \( x \) and \( x' \) axes. Then,

\[
\Delta r* = -\left( \psi \mathbf{e}_x + \frac{d}{dt} \right) \Delta t \mathbf{e}_x + \left( \psi \mathbf{e}_y - \psi \mathbf{e}_x \right) \Delta t \mathbf{e}_y - 2\Delta t \mathbf{e}_z \text{ [B.10]}
\]

The force on \( m \) due to the tide it raises on \( m_0 \) is found from the negative gradient of \( V_T \) in eqn [B.7] with respect to the unstated coordinates, after which we can set \( r* = \mathbf{r} \) and substitute eqns [B.9] and [B.10] into the gradient so obtained to yield

\[
\frac{\partial V_T}{\partial x} = -k_2 G m^2 a_e^2 \left[ \frac{3}{r^8} \left( 6r' \Delta t + \frac{3}{8} \psi \mathbf{e}_x \right) \Delta t \right]
\]

\[
\frac{\partial V_T}{\partial y} = -k_2 G m^2 a_e^2 \left[ \frac{3}{r^8} \left( 6r' \Delta t + \frac{3}{8} \psi \mathbf{e}_y \right) \Delta t \right]
\]

\[
\frac{\partial V_T}{\partial z} = -k_2 G m^2 a_e^2 \left[ \frac{3z'}{r^8} \left( 6r' \Delta t + \frac{3z'}{r^8} \right) \Delta t \right]
\]

The gradient \( -\nabla V_T \) from eqn [B.11] is the force on \( m \) due to tides raised on \( m_0 \) by \( m \). If the orbital angular velocity of \( m \) is always less than and in nearly the same direction as the spin angular velocity of \( m_0 \) (prograde), this force will increase \( m \)'s orbital semimajor axis and eccentricity and decrease the orbital inclination relative to \( m_0 \)'s equatorial plane. Here, \( k_2 = k_2^{\text{eq}} \), the Love number for \( m_0 \), \( a_e = R_{m_0} \), the equatorial radius of \( m_0 \), \( \psi = \psi_0 \), the angular velocity of \( m_0 \) and \( r = r_{m_0} \), the vector from the center of \( m_0 \) to the center of \( m \) with corresponding components in inertial space of \( x, y, \) and \( z \).

The force on \( m_0 \) due to tides raised on \( m \) by \( m_0 \) has the same form as eqn [B.11] with now \( k_2 = k_2^{\text{eq}} \), the Love number for \( m_0 \), \( m = m_0 \), \( a_e = R_{m_0} \), the radius of \( m_0 \); and \( r = r_{m_0} \), the change in sign of the force expressions by Newton's third law is canceled by the change in the sign of the coordinates affected by setting \( r = -r_{m_0} \) instead of \( r_{m_0} \). So, eqn [B.11] expresses the force on \( m_0 \) due to tides raised on \( m \) by \( m_0 \) with \( k_2 = k_2^{\text{eq}} \), \( m = m_0 \), \( a_e = R_{m_0} \) and \( r = -r_{m_0} \).

The torque on \( m \) due to tides raised by itself on \( m_0 \) is

\[
T_T = \mathbf{r} \times (-\nabla V_T) \text{ [B.12]}
\]

where we have omitted the sub- and superscripts but remember that the variables apply to \( m \). \( \mathbf{r} \) is a unit vector toward the tide-raising body \( m_0 \) and \( \mathbf{r}_T \) is a unit vector toward the tidal maximum, which is the subprimary position on \( m \) a short time \( \Delta t \) in the past as in the preceding text. Equation [B.12] is valid for arbitrary inclination of the orbit and equatorial planes. Similar to the earlier-mentioned analysis,

\[
\mathbf{r}_T = \mathbf{r} - \frac{d}{dt} \mathbf{A} \text{ [B.13]}
\]

where the time derivative is relative to the body system of coordinates. Replacement of \( \mathbf{r}_T \) with eqn [B.13] yields

\[
T_T = \frac{3k_2 G m^2 R^5}{r^7} \mathbf{r} \times \mathbf{r}_T \text{ [B.14]}
\]

where we have set \( \mathbf{r} \cdot \mathbf{r}_T = 1 \). So, with the generic relation between the derivatives of a vector relative to body and space coordinates described previously with \( \mathbf{r} = \mathbf{r}_0 + \mathbf{r}_1 \), \( \psi = \psi_0 + \psi \mathbf{e}_r \), and \( \psi_0 = \psi_0 \sin^2 \Omega \mathbf{e}_r + \cos^2 \Omega \mathbf{e}_z \), it is easy to obtain

\[
\mathbf{r} \times \mathbf{r}_T = \psi \sin \cos \left( \mathbf{r}_0 \right) \left( -\sin \mathbf{r}_1 + \cos \mathbf{r}_1 \right)
\]

\[
+ \left( \mathbf{r}_0 \cdot \mathbf{r}_1 \right) \cos \left( \mathbf{r}_1 \right) \mathbf{e}_z \text{ [B.15]}
\]

where \( \mathbf{r}_0 \) and \( \mathbf{r}_1 \) are inclination and longitude of the ascending node of the \( x'y' \) (equator) plane on the \( xy \) (orbit) plane. Equation [B.15] is substituted into eqn [B.14] and averaged over the orbit period. Useful averages are

\[
\left\langle \frac{d^2}{d\phi^2} \right\rangle = \frac{1}{2} \int \frac{\left( 1 + \cos^2 \phi \right)}{\left( 1 + \cos^2 \phi \right)^2} \frac{d\phi}{d\phi^2} = \frac{1}{2} \text{ [B.16]}
\]
where \( f = n \left( a^2 \sqrt{1 - e^2} \right) / r^2 \) has been used in the first of eqn [B.16] with \( a \) and \( e \) being the orbital semimajor axis and eccentricity, respectively. The averaged tidal torque on \( m \) due to tides raised by \( n_0 \) on \( m \) is thus

\[
(T_r) = \frac{3k_2 G M_0^2 R^5 \Delta t}{a^2} \left\{ \frac{-\psi \sin \Omega \sin \left(f_2(e) - f_3(e) \right)}{2} e_1 \right. \\
+ \psi \sin \Omega \cos \left(f_2(e) + f_3(e) \right) \right. \\
+ \left[ n f_1(e) - f_2(e) \psi \cos \Omega \right] e_3 \right\} 
\]

where we have neglected \( \dot{\Omega} \) compared to \( n \) and \( \dot{\psi} \).

As an example, consider the retardation of the rotation of a satellite in a circular \((e = 0)\) and equatorial \((i = 0)\) orbit from the tidal torque. The time rate of change of the angular momentum of the satellite \(C (\dot{\phi}/dt) = (T_r)\), where \( C \) is the moment of inertia of \( m \) about its spin axis and where only the \( e_3 \) term remains in eqn [B.17]. So,

\[
\frac{d\psi}{dt} = -\frac{3k_2 G M_0^2 R^5}{C a^6} \Delta t (\psi - \dot{\psi} - \frac{15}{2} \frac{k_2}{m} \frac{R^3}{a^4} \frac{n_0^2 R^3}{a^2} \psi - \dot{\psi})
\]

where \( \Delta t = (Q_0 n) \), \( C = 2mR^5/5 \), and \( n^2 = Gm_0/a^2 \) have been used. The expression for \( \Delta t \) follows from the discussion in the succeeding text with \( Q_0 \) being the dissipation function at frequency \( n \). The solution of eqn [B.18] is a decaying exponential for \( \psi - \dot{\psi} \) if \( n \) is nearly constant with time constant

\[
\tau_r = \frac{2}{15} \frac{m a^3 R_0}{k_2} \frac{n_0 R^3}{n}
\]

where \( k_2 = 0.05 \) and \( Q_0 = 100 \), \( \tau_r \approx 4300 \) years for Ganymede and \( 57000 \) years for Callisto at their current distances from Jupiter. Note that for \( e = 0 \), the asymptotic tidal state is \( \psi = n \) (i.e., rotation synchronous with the orbital mean motion), but for \( e \neq 0 \), the asymptotic tidal state is \( \psi > 0 \) determined by the vanishing of \( (T_r) \) in eqn [B.17]. Satellites with \( e = 0 \) are able to maintain synchronous rotation if the torque on the permanent axial asymmetry dominates \( (T_r) \) and forces the axis of minimal moment of inertia to librate about the direction to the primary whenever the satellite is at periape.

The relationship between the dissipation function \( Q \) and \( \Delta t \) follows from a simple example. The dissipation parameter \( Q \) for a system oscillating at frequency \( \omega \) is defined by (e.g., Lambeck, 1980, p. 14)

\[
\frac{1}{Q} = \int \frac{d\epsilon}{2 \pi \epsilon^2} = \omega \Delta t
\]

where the numerator is the energy \( \Delta \epsilon \) dissipated during a complete cycle of oscillation and \( E^* \) is the maximum energy stored during the cycle. For a tidally distorted, nearly spherical body with the disturbing body in a circular equatorial orbit, a cycle would consist of half a rotation of the distorted body relative to the body causing the tide. For a complex tide generated by a noncircular, nonequatorial orbit of the disturbing body, each periodic term in a Fourier decomposition of the tide would have its own maximum stored energy and dissipation over a complete cycle of oscillation. The response of an oscillator with forcing function \( F = A' \sin \omega t \) when \( \omega \ll \omega_0 \), with \( \omega_0 \) being the lowest frequency of free oscillation, can be represented by \( x = B' \sin \omega (t - \Delta t) \), where \( \Delta t \) is the phase lag in the response due to the dissipation as was assumed in the preceding text for the tidal response. The rate at which the forcing function does work is \( dE/dt = F \dot{x} = A'B' \cos \omega t \cos \omega (t - \Delta t) \).

Then,

\[
E(t) = \int_0^t F \dot{x} dt = A'B' \left[ \frac{-\cos(2\omega t - \omega \Delta t)}{2\omega} + \frac{\sin\omega\Delta t}{\omega} \right]
\]

The first term in eqn [B.21] is the periodic storage of energy in the oscillator, and the second is the secular loss of energy. The energy dissipated in a period \( 2\pi/\omega \) is \( \Delta E = A'B' \sin \omega \Delta t \). The peak energy stored is found by integrating \( dE/dt \) from a value of \( t \) where \( x = 0 \) to a value of \( t \) where \( x = x_{\text{max}} \).

Since \( x \cos(2\omega t - \omega \Delta t) \) and \( \dot{x} \cos \omega (t - \omega \Delta t) \), \( x = 0 \) when \( \omega t - \omega \Delta t = (2n - 1)\pi/2 \) and \( x = x_{\text{max}} \) when \( x = 0 \) or \( \omega t - \omega \Delta t = n\pi \). If we choose the limits spanning \( t = 0 \), then the interval of integration is \( -\pi/2 + \omega \Delta t \leq \omega t - \omega \Delta t \leq \pi \), where \( x = 0 \) at the lower limit and \( x = x_{\text{max}} \) at the upper limit for the first term in eqn [B.21] to get the stored energy yields

\[
E^* = A'B' \left( \frac{\cos\omega\Delta t}{4} - \frac{\cos2\omega\Delta t}{4} \right) = A'B' \frac{\cos\omega\Delta t}{2}
\]

Substitution of the expressions for \( E^* \) and \( \Delta E \) into eqn [B.20] yields \( 1/Q = \tan \omega \Delta t / \omega \Delta t \) when the dissipation is relatively small (large \( Q \)). \( Q \) is then proportional to \( 1/\omega \) for the assumption in this tidal model that \( \Delta t \) is constant.

The tidal effective \( Q \) of the solid Earth has been estimated from satellite observations to be 280 ± 70 (Ray et al., 2001), which is close to the value obtained by the attenuation of normal modes of the Earth (Widmer et al., 1991). For Mars, \( Q \approx 100 \) from the secular acceleration of the satellite Phobos (Hills et al., 2005; Smith and Born, 1976). For Mars, the dominant frequency is \( \omega = 2|\dot{\psi} - n| \), where \( \dot{\psi} \) is Mars’ rotational angular velocity and \( n \) is Phobos’ mean orbital motion. The factor 2 follows from there being two tidal cycles for each synodic period. With a rotation period of 24 h 37 min 23 s and an orbital period of 0.319 days, \( \omega = 3.14 \times 10^{-4} \) rad s\(^{-1}\) leading to \( \Delta t \approx 32 \) s for \( Q = 100 \). For Mercury, the fundamental tidal period is the orbit period, since Mercury rotates 180° relative to the Sun for each orbit. For the attenuation of seismic waves in the Earth and from laboratory experiments on Earth-like materials, \( Q \) is proportional to frequency raised to a small, positive fractional (0.2–0.4) power with nominal values near \( Q = 100 \) (e.g., Shito et al., 2004), but to avoid an infinite discontinuity in the torque during a tidal frequency passes through zero while changing sign, an alternative behavior must be invoked (see the discussion on Andrade and Maxwell tidal models).

For energy dissipation within a satellite, the approach of Peale and Cassen (1978) is simplified by Wisdom (2004). The rate at which work is done on a satellite by the tide is given by

\[
\frac{dE}{dt} = -\int \rho v \cdot \nabla W_2 dV
\]

where \( W_2 \) is the previously mentioned tide-raising potential and \( v \) is the velocity of a volume element \( dV \) of density \( \rho \). If we
can assume the satellite is incompressible, then \( \nabla \cdot \mathbf{v} = 0 \), and from \( \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla \cdot \mathbf{V} \mathbf{v} \), we can write

\[
\frac{dE}{dt} = -\int_{\text{body}} \rho \mathbf{v} \cdot (\nabla \mathbf{V}) \mathbf{v} dV - \int_{\text{surface}} W_s \mathbf{n} \cdot d\mathbf{S} \quad [B.24]
\]

where the last form follows from divergence theorem. In eqn [B.24], \( \mathbf{n} \) is the normal to a surface element \( d\mathbf{S} \), and we have taken \( \rho \) outside the integral by assuming a uniform density.

The rate at which the height of the surface changes is \( \mathbf{v} \cdot \mathbf{n} = -d\mathbf{h} / dt = h_0 dW_s / dt / g \) (eqn [B.3]), where \( h_0 = 5 k_2 / 3 \) is the second degree displacement Love number (Love, 1944) and \( g \) is the surface gravity acceleration of the satellite. The prime on \( W_s \) indicates the time delay in the response of the body to the forcing function. Then,

\[
\frac{dE}{dt} = -\frac{\rho h_0}{g} \int_{\text{surface}} W_s \frac{d}{d\mathbf{S}} (W_s') d\mathbf{S} \quad [B.25]
\]

If higher-order terms are necessary in the tidal potential for close satellites, eqn [B.25] would be a sum of terms involving the Love numbers \( h_1, h_2, \) etc.

If we consider the case where the satellite equatorial and orbital planes are coincident, \( \mathbf{r} = (r \cos \phi, r \sin \phi, 0) \), and \( \mathbf{R} = (r \cos \phi + \psi \mathbf{e}_1, r \sin \phi + \psi \mathbf{e}_2, 0) \), where \( R \) and \( \phi \) are the ordinary spherical radial and azimuthal coordinates of a point on the surface in a coordinate system fixed in the satellite, and the \( \psi \) accounts for the rotation of the satellite relative to an inertial system. For small eccentricities, we can write \( a(1 - e^2) = c \cos ct \), \( c \cos ct = c \cos nt + e \cos (2nt - 1) \) and \( \sin f = -\sin nt + \sin 2nt \) to the first order in eccentricity \( e \) (e.g., Murray and Dermott, 1999). For the time-lagged potential \( W_s \), \( t \) is replaced by \( t - \Delta t \) and for a satellite rotating synchronously with its orbital motion, \( \psi = n \). With these substitutions, the average rate of energy dissipation is found by performing the surface integral and averaging over an orbit period:

\[
\frac{dE}{dt} = -\frac{42 \pi \rho h_0}{5 \mu Q} \left( \frac{33}{2} \frac{k_2 m_p R^5}{Q_0 m_p a^5} \frac{27n}{2} - 21 \frac{k_2 m_p R^5}{Q_0 m_p a^5} \right) \quad [B.26]
\]

where \( h_0 = 5gR(19g) \) from the definition of \( k_2, n^2 = Gm_p / a^3 \) has been used, and \( \sin n\Delta t = \sin \Delta t / 2 \). The last form in eqn [B.26] agrees with that in Peale et al. (1979) as corrected in Peale (2003). Equation [B.26] is the lowest-order approximation for the tidal dissipation in a synchronously rotating satellite with orbital eccentricity \( e \). For very large eccentricities, higher-order terms must be included.

The tidal dissipation in a synchronously rotating satellite will tend to reduce the eccentricity as \( e \neq 0 \) is the cause of the dissipation. The spin angular momentum of the satellite is conserved because of the synchronous lock. The specific orbital angular momentum \( G(m_c + m_s)a(1 - e^2) \) can thus not gain angular momentum from the satellite spin. The orbital energy \( -Gm_cm_s / 2a \) must decrease if energy is dissipated in the satellite, and must thereby decrease. But the conserved angular momentum means \( e \) must decrease if \( e \) decreases. At the same time, the tide raised on the planet by the satellite tends to increase the eccentricity if the spin angular velocity \( \psi_s \) exceeds \( e \). The rate of change of the eccentricity of a satellite orbit due to tides raised on the primary by the satellite can be determined from the Lagrange planetary equations as expressed in terms of the perturbing accelerations \( S, T, \) and \( W \) (radial, tangential, and perpendicular to the orbit) (e.g., Plummer, 1960 (1918), p. 151). For the tidal model adopted herein, \( S, T, \) and \( W \) can be determined from the \( \psi \) components given in eqn [B.11]. Substitution of the required \( S \) and \( T \) components into the Lagrange equation for \( dE / dt \) averaged over an orbit period yields

\[
\frac{dE}{dt} = \frac{k_2 m_p R^5}{Q_0 m_p a^5} \frac{ne}{(1 - e^2)^{11/2}} \left( \frac{33}{2} \frac{9n^2}{4} + \frac{33n}{16} \right) \right]
\]

where \( Q_0 \) is the value of \( Q \) corresponding to frequency of the orbital mean motion \( n \) and the subscripts \( s \) and \( p \) refer to the satellite and planet, respectively. The value of the planetary angular velocity \( \psi_s \), above which \( dE / dt > 0 \) increases with eccentricity, which follows because the planet has to be rotating sufficiently faster than the orbital motion at periapse to give it the kick that increases the eccentricity. Otherwise, tides raised on the primary will reduce the eccentricity. In the limit of small eccentricity, \( \psi_s \geq 1.64n \) for \( dE / dt > 0 \). In a model where the tidal potential is separated into its component frequencies with individual phase lags, Goldreich (1963) found that \( \psi_s \geq 1.5n \) for positive \( dE / dt \).

The magnitude of the rate of decrease in the eccentricity due to tides raised on the satellite can be found in the same way by interchanging the satellite and planetary parameters as discussed in eqn [B.11], where now \( \psi_p = n \) leads to \( dE / dt < 0 \) for a satellite rotating synchronously with its orbital mean motion for all values of \( e \). The variation in the eccentricity to lowest order in \( e \) from tidal dissipation in the planet and the satellite is thus

\[
\frac{dE}{dt} = -\frac{k_2 m_p R^5}{Q_0 m_p a^5} \left( \frac{33}{2} \frac{27n}{2} - 21 \frac{k_2 m_p R^5}{Q_0 m_p a^5} \right)
\]

where \( \psi_p \) and \( n \) are the spin angular velocity and orbital mean motion, respectively, and subscripts \( p \) and \( s \) refer to planet and satellite. (This equation replaces the erroneous eqn [B.21] of this chapter in the first edition of this volume of the Treatise on Geophysics.) Whether eccentricity of a satellite orbit increases or decreases as the orbit evolves under tidal evolution depends on the relative magnitude of the two terms in eqn [B.28].

The reader should be aware of the uncertainty and somewhat arbitrariness of tidal models. Our analysis of tidal dissipation using a constant time lag in the response of a planet or satellite to the forcing function leads to \( Q \propto 1 / \omega \), where \( \omega \) is a tidal frequency, is the simplest. It has the most straightforward development while yielding relatively intuitive tidal evolution. It has the advantage of being applicable for arbitrary eccentricities, whereas most other models require an expansion in eccentricity (e.g., Kaula, 1964), which must be truncated. Each of the periodic terms in the Kaula expansion is lagged in phase from the same term in the tide-raising potential with the phase lag having the same sign as the frequency of the term. The magnitude of the phase lag is \( 1 / Q \) and one can assume various frequency dependencies for the value of \( Q \) to represent different tidal models. Our constant \( \Delta t \) model would have \( Q \propto 1 / \omega \) where \( \omega \) is the frequency of the term. A tidal
model often used is \( Q = \text{constant} \), which has the nonphysical characteristic that each term in the expansion changes sign abruptly without reducing its magnitude as the frequency of that term passes through zero. Other frequency dependencies for \( Q \) can be substituted into the Kaula expansion to represent other assumptions about the dissipative properties of the material.

The major disadvantage of the constant \( \alpha \) model for solid bodies is that it does not account for creep or residual distortion after the perturbing force is removed. A discussion of how creep is handled is given in Karato's (2008) book, where quite complicated frequency dependencies for \( Q \) may result. Some researchers now favor the empirically determined Andrade tidal model (Castillo-Rogez et al., 2011), but it mimics the \( Q \approx 1/\omega \) model at very low frequencies and thereby no longer represents real materials. There is some evidence favoring the Maxwell model at very low frequencies, and Efroimsky (2012) had formulated a tidal model with the empirical Andrade model used for normal frequencies but transitioning to the Maxwell model for very low frequencies. All of these manipulations are for solid materials. Although it is usually inferred that partially molten bodies, as in our discussion of the Earth-Moon system, have a high dissipation compared to the completely solid or completely fluid bodies, there is no detailed tidal model to represent this state. The frustration of model dependence of all conclusions regarding the outcome of tidal dissipation persists.

We have seen in the preceding text that nominal values of \( Q \) (or \( Q_{0} \), in the model detailed earlier in the text) are near 100 for Mars and for the damping of seismic waves in the Earth's mantle and near 300 for satellite determinations of the solid Earth response to the Moon and for the damping of seismically excited normal modes of the Earth. \( Q_{0} = 100 \) is an often adopted value representing Earth-like materials. However, the damping of seismic waves in the Moon's upper layers leads to \( Q_{0} \approx 400 \) at 4 Hz and \( Q_{0} \approx 7000 \) at 8 Hz (Nakamura and Koyama, 1982). But the monthly tidal \( Q_{0} \approx 57 \) and the annual \( Q_{0} = 60 \) (Williams et al., 2001). The widely varying values of \( Q \) reflect the nature of the materials where the dissipation is taking place, where the dryness of the surface layers of the Moon may lead to the high values of \( Q \), and partial melts in the interior may yield the low tidal \( Q \). Efroimsky (2012) pointed out the uncertainties in comparing seismic \( Q \) with tidal \( Q \).

Finally, a totally different procedure is needed for the unsolved problem of determining effective \( Q \)'s of gaseous planets (and stars), where resonances of tidal frequencies with normal modes of oscillation of the gaseous body become important. In summary, the uncertainty of the proper tidal model to use in various circumstances persists, but the simplest tidal theory described previously in the text can be used to determine qualitative constraints on the origin of the natural satellites from their inferred evolutions.
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